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Chapter 1

General introduction
1.1. Background

Climate change and land degradation are of increasing societal and governmental concern. For this reason several international programs have been initiated in recent years, such as the Land Degradation Neutrality concept\(^1\) (SDG 15.3) launched by the UN Convention to Combat Desertification (UNCCD) and the UN Environment Programme (UNEP) in Rio+20 in 2012, the Sustainable Development Goals (SDG) of the United Nations\(^2\) (UN) defined in 2014 and the 4 per 1000 initiative (Conference of the Parties to the United Nations Framework Convention on Climate Change in Paris in 2015\(^3\)). In order to measure, monitor and predict the impact of climate change and the magnitude of land degradation, soil information in space and time at national, regional and global scale is essential. The soil science community and national institutions are actively working under the Global Soil Partnership\(^4\) (Food and Agriculture Organization of the UN) and the GlobalSoilMap\(^5\) consortium, among other organisations and networks, to provide regional and global soil information. This means that soil observations collected at sampling sites need to be upscaled to soil maps at different spatial scales.

In the past, soil surveyors described the soil-landscape system based on a conceptual mental model, supported by spatial information, such as topographic maps and aerial photographs, field descriptions and laboratory analysis of soil samples. Soil characteristics were summarised through classification systems, which also helped communication between soil scientists. The main products of these methods were polygon maps and associated reports, and the main goals were to value land and support agricultural planning (Brevik and Hartemink, 2010). With the expansion of technology in many fields, more and more tools became available, such as remote and proximal sensors, internet, GPS, database infrastructures, as well as (geo)statistical methodologies (Brevik et al., 2016). These developments inspired researchers to investigate ways of updating soil mapping methodologies, which finally led to the emergence of a new sub-discipline in soil science named “Digital Soil Mapping (DSM)” (McBratney et al., 2003) and the establishment of an international working group on digital soil mapping under the International Union of Soil Sciences. DSM is defined as “the creation and population of geographically referenced soil databases generated at a given resolution by using field and laboratory observation methods coupled with environmental data through quantitative relationships.”\(^6\).

---

\(^1\)[http://www2.unccd.int/land-degradation-neutrality]
\(^2\)[https://www.un.org/sustainabledevelopment/]
\(^3\)[http://4p1000.org/]
\(^5\)[http://globalsoilmap.net/]
\(^6\)[http://digitalsoilmapping.org/]
According to Minasny and McBratney (2016), DSM has three components: (1) input, which refers to the data and methods used to observe and collect soil data and correlated environmental data; (2) methods used to process the input data, that can be any soil inference system; and (3) output, or resulting soil information that may include rasters of the predicted soil variables along with their associated uncertainty. Most studies in DSM spatially predict soil properties or classes from (either new or legacy) laboratory data and spatially exhaustive environmental covariates using empirical models, such as regression kriging, artificial neural networks, (boosted) regression trees and random forest (e.g. Hengl et al., 2004; Were et al., 2015; Yang et al., 2016). During the last decade, DSM matured and became an accepted mapping method in the soil science community. For example, it has been included in the Soil Survey Manual of the USDA (Soil Science Division Staff, 2017) and has been proposed as a standard methodology for the Global Soil Organic Carbon map (FAO, 2017). Also, it has been used for national soil mapping in many countries (e.g. Kempen et al., 2015; Viscarra Rossel et al., 2015; Mulder et al., 2016; Padarian et al., 2017).

However, Brevik et al. (2016) notes that “linking all of this new information to soil properties and processes can still be a challenge and enhanced pedologic models are needed”. The large volume and high dimensionality of the new data complicates the efficient and effective linkage of the data to soil properties and processes. One approach is to rely on highly empirical “machine-learning” approaches (Fitzpatrick et al., 2016; Hengl et al., 2017), but this runs the risk of ending up with models that are difficult to interpret and do not truly advance our understanding of the soil and soil functioning. An alternative approach is to make better use of pedological knowledge in extracting information from new data sources for use in DSM. The latter route is taken in this thesis.

1.2. Problem definition and opportunities

1.2.1. Digital soil mapping

The standard procedure of most digital soil mapping techniques is to build statistical predictive models that relate field and lab data from soil observations to proxies of soil-forming factors, which are spatially exhaustive and typically referred to as environmental covariates (Minasny and McBratney, 2016). Next the model is applied to unvisited locations, typically the nodes of a regular grid covering the mapping area, to predict the soil type and/or soil properties. Even though some studies apply three-dimensional modelling of soil properties (e.g. Adhikari et al., 2013; Mulder et al., 2016; Poggio and Gimona, 2017), most DSM studies tend to represent the spa-
tial variation of soil properties individually and for individual depth layers (Grunwald, 2009). Among the statistical models, regression kriging (Hengl et al., 2004), and its variants, has been one of the most commonly applied methods. It models the relation between soil observations and covariates with a linear regression approach and the spatial autocorrelation of the regression residuals with a variogram (Hengl et al., 2017). The fitted linear regression model is then applied to a stack of grid-ded covariate layers to predict the soil property of interest across a mapping area, while the regression residuals are kriged to the prediction grid. The linear regression predictions and kriged residuals are added together to form the regression kriging predictor. However, the number of covariates to represent soil-forming processes, generally derived from remote sensing data, has increased exponentially in the last decade (Kuenzer et al., 2015). To analyse this multi-dimensionality, a family of methods known as machine learning, are now replacing the linear regression approach used in regression kriging. Classification and regression trees, random forest regression, support vector machines, artificial neural networks and many other variants are some of the methods used for this purpose (Kuhn and Johnson, 2013).

The empirical methods have shown to be able to produce accurate maps at various spatial scales (Kempen et al., 2015; Heuvelink et al., 2016; Hengl et al., 2017; Malone et al., 2017), but they do not provide knowledge about the interrelationships between the soil components and their functioning. In traditional soil survey, the complex interrelations among several soil properties are captured by the pedon concept and described in soil survey reports. In DSM, methods that incorporate soil forming process knowledge for spatial prediction are limited (Kempen et al., 2009). Incorporating process knowledge in DSM would advance our understanding of soil and soil formation, it would guide us in deciding which new data (from remote sensing products) should be used in DSM from a pedological point of view, instead of relying on highly empirical machine-learning approaches that have their own limitations, and presumably, it would also lead to models that have better extrapolation performance.

### 1.2.2. Including process knowledge in DSM

The development of theories on soil formation has a rich history in pedology. Dokuchaev (1883) and later Jenny (1941) developed the concept of soil-forming factors and the theoretical CLORPT model. Simonson (1959), based on Glinka (1927), defined the concept of pedon (the soil body) and developed the “Generalized Theory of Soil Genesis”, which organises the soil forming processes in additions, removals, transfers and transformation of soil constituents. These theories support the understanding of the soil system, how soils behave in terms of functioning and how soil
properties connect to one another. Furthermore, these theories have been used by surveyors as a keystone in soil mapping, since they were fundamental for developing a mental model of spatial soil distribution. However, mental models are only conceptual and mainly descriptive, rather than concrete models or functions that can be used for (quantitative) prediction.

Based on Glinka and Simonson’s theories of soil genesis, behaviour and functioning, researchers began developing mechanistic models of soil-forming processes (e.g. Boast, 1973; Runge, 1973; Kirkby, 1977; Phillips, 1993; Huggett, 1998). Later, the development of landscape models (e.g. Moore and Burch, 1986; Moore et al., 1991), allowed further development of soil-landscape evolution models (e.g. Schoorl et al., 2002; Temme et al., 2006; Vanwalleghem et al., 2010; Finke, 2012a; Vanwalleghem et al., 2013; Stockmann et al., 2014; Opolot et al., 2015; Temme and Vanwalleghem, 2016). These models are attractive because they mimic the physical, chemical and biological processes that shape the soil. However, these processes are very complex and not all fully understood. Moreover, mechanistic soil-landscape models are governed by numerous initial and boundary conditions that are often poorly known. Small variations in the initial and boundary conditions may produce large differences in the model output. These models are also computationally challenging because they operate in three-dimensional space and time. Thus, the development of mechanistic soil models has not yet reached a stage in which these models can produce accurate soil maps that can compete with empirical DSM approaches.

In summary, conventional DSM techniques are empirical and do not include soil process knowledge very well. Mechanistic soil-landscape models include process knowledge but cannot be applied easily for soil mapping, because of their high complexity and large uncertainty. One solution to incorporate soil process knowledge in DSM could be to develop a hybrid approach that combines elements of empirical and mechanistic models.

The use of pedological expert knowledge in DSM, as done in conventional mapping, is scarce and limited to only a few publications. The CLORPT concept is softly implemented through purely empirical methods. There are some examples however, that combine expert knowledge with statistical approaches for soil mapping more explicitly. For example, Bui (2004) concluded that the mental model of a soil surveyor could be structured in a reproducible hierarchical framework, although this idea was not implemented in practice. Zhu et al. (2001) tried to reproduce the mental process of soil surveyors using a GIS-based model and fuzzy logic techniques. Kempen et al. (2009) combined expert knowledge through a conceptual model and logistic regression to update a soil map. These examples, however, targeted to predict soil classes instead of continuous soil properties. McKenzie and Gallant (2006) developed an ap-
proach in which pedological rules connect environmental covariates to soil classes. They also measured covariates in the field to set limits for the pedological rules and predicted some soil properties for each soil class. This is a step forward, but it still does not include interrelations between soil properties. More recently, Taalab et al. (2015) implemented a Bayesian network approach to model soil-landscape relations and predict soil classes and bulk density. Although the authors acknowledge the limitations of the approach to model continuous soil variables, they stressed that the model is easily interpretable because it is based on cause–effect relationships.

Up to now, most studies that incorporate soil process knowledge in a statistical mapping framework are limited to modelling and mapping soil classes and not soil properties. None of the studies modelled the multivariate dimension of soil using structural equation modelling (SEM). SEM is built on the basis of process knowledge, can model continuous soil properties, and can take soil property interrelationships into account. These characteristics of SEM suggest that it is a very useful technique to bridge the gap between empirical and mechanistic approaches for DSM.

1.2.3. Causal analysis and SEM

Before explaining SEM and its potential application in DSM, it is useful to address an aspect of SEM related to its classical use. Judea Pearl, one of the most renowned researchers in causal analysis, stated that SEM is the “primary language of causal modelling.” Causal analysis, or causal modelling, is the probabilistic analysis of causality, which refers to cases where one fact will likely cause another fact. The use of SEM in causal analysis has been controversial (Pearl, 1998), since the word cause is not part of the vocabulary of most probabilistic statisticians. In their view, observational studies can only reveal correlations, not cause–effect relationships. To clarify his position, Pearl (1998) described the causal interpretation of SEM and defined the proper use of this framework. One of its main requirements in SEM is to have previous knowledge of a causal relation. This is the cornerstone of SEM that makes it appealing for pedometricians. The idea to propose a causal structure behind the probabilistic distribution of the data is to cope with possible interventions to manipulate system variables.

1.3. Structural equation modelling

SEM has been developed to test hypotheses that explain the relationships in a system (Grace et al., 2012). It uses a conceptual model to define how the system variables
1.3. Structural equation modelling

connect to one another and uses empirical data to check whether the assumed relationships represent reality. The roots of SEM are diverse, since the need to link hidden processes with observations has a long history in many research fields (Hägglund, 2001). The most significant developments in mathematics that led to the development of SEM however, took place during the first part of the 20th century. SEM has adopted features from factor analysis developed by Spearman (1904) and Lawley (1940) in psychology. Wright (1921) provided a framework to study cause–effect relationships in biology, and although he did not refer to it as SEM, his methodology used several features that SEM has nowadays, such as graph models and path analysis. Years later, Haavelmo (1943) developed in econometrics the “system of simultaneous equations”, which was similar to Wright’s work. During the following years there was a vast development in these fields that produced a robust framework for SEM, which was well compiled by Bollen (1989). The number of publications in ecology using SEM has increased rapidly since 2000 (Grace et al., 2010). What makes SEM an attractive modelling method for ecologist is its capability to connect data to theories by constructing latent variables that represent concepts (Grace et al., 2010).

The main components of SEM are a conceptual model, a graphical model, a system of equations and observational data. The conceptual model describes the processes that occur in a system, explaining the relationships between system variables in such a manner that the expected correlation between these becomes evident. Next these relationships are translated to a graphical model, which is composed of boxes that represent variables and arrows that represent the relations between them. An exceptional feature of SEM is that it can include latent variables (generally represented with ellipses instead of boxes), which are abstract conceptualizations of the real world that cannot be measured directly, but only indirectly through observed variables. In a soil science context, examples of latent variables might be soil health, soil fertility and soil maturity. Latent variables may also be used to represent the true values of soil properties, which are unknown because of measurement errors. There are also different types of relations that are represented in the graphical model with different arrows. For example, cause–effect relationships are indicated with one-headed arrows indicating the direction of the effect, whereas double-headed arrows are used to show correlations in residuals, useful for instance when an unavailable external factor affects two system variables. Finally, the graphical model also includes model parameters, which can be fixed or free. Fixed parameters are those that are known, such as the measurement error variance of a lab instrument, while free parameters are estimated in the calibration process. The system of equations is the mathematical representation of the graphical model. It has a measurement model and a structural model. The first specifies how the latent variables are measured. The second defines the cause–effect relationships between latent variables. The
free parameters are estimated by optimising a function, usually the likelihood function, to make the model-implied variance–covariance matrix agree with the sample variance–covariance matrix. When the difference between these matrices is large, it is possible to obtain suggestions from the model for improvement of the model structure. This means that it is also possible to consider relationships that were previously unknown by the researcher. Once the model is calibrated, the system of equations can be used to predict endogenous system variables (i.e., soil properties) from exogenous variables (i.e., environmental covariates).

We, as pedologists, are interested in understanding processes, just as ecologists do, but we also aim to make soil maps, in other words (spatially) predict soil properties. So far, prediction has not been done using SEM, but it is not a very difficult step after the model has been set-up and calibrated. The reasons that SEM might be a useful tool for DSM are: (1) we know the conceptual relationships between soil properties, and between soil properties and environmental covariates, so we can define a conceptual and a graphical model; (2) we have soil observations and covariate data needed to calibrate the model; (3) we can use the calibrated model to make spatial predictions (soil maps); and (4) we can interpret the SEM model to advance our understanding of soil processes in a region. Therefore, I think that SEM has several features to bridge the gap between purely empirical approaches and process-based modelling. I think that it should allow us to explicitly include pedological knowledge in the mapping process, to model several soil properties and soil layer depths simultaneously, and to represent our mental model in a graphical way, which is easy to understand. Moreover, if a model is created on the basis of pedological knowledge, it should be easier to extrapolate from one region to another. But I also acknowledge that the spatial correlation in the observations is not taken into account in SEM, which is an important feature for mapping and would require a modification of the current SEM approach.

1.4. Objectives

The overall objective of this PhD thesis is to extend DSM with soil process information through the development, calibration, application and validation of a structural equation (SE) model.

To achieve this objective, I define four specific objectives with their respective research questions, as follows:
1. **To develop and apply SEM in DSM (Chapter 2).**
   - How can soil process knowledge and soil property interrelations be incorporated in a SE model?
   - Are knowledge-based interrelations more efficient than data-driven interrelations for prediction?
   - Which are the implications of including measurement error in SEM?
   - What does the graphical model contribute to DSM?

2. **To test SEM for multiple layers and multivariate mapping of soil properties, as well as to implement tools that can improve model performance (Chapter 3).**
   - How suitable is SEM for multiple layer and multivariate mapping of soil properties?
   - What can we learn from the data that we did not know *a priori*?
   - Does SEM represent the covariation between predicted soil properties better than empirical statistical approaches?

3. **To explore the capabilities of SEM for model extrapolation (Chapter 4).**
   - Is SEM more capable than purely empirical methods to extrapolate from a region to another region with similar soil-landscape conditions?
   - To what extent does the improvement of a model for a specific region affect its extrapolation capability?
   - How different are SE models between areas with similar soil-landscape conditions?

4. **To include the geostatistical component in SEM (Chapter 5).**
   - How can spatial correlation be accounted for when calibrating a SE model?
   - What is the impact of residual spatial correlation on the estimated model parameters?
   - Does the spatial SEM approach result in more accurate soil maps?
1.5. Study areas

To illustrate the use of SEM for DSM I use two study areas (Fig. 1.1), one in Argentina and one in the United States. The Argentinian study area is located in the Rolling Pampas, a sub-region of the Argentinian Pampas, and encompasses ca. 23 000 km$^2$ in the north-eastern corner of the Buenos Aires Province. The dominant soil classes are Phaeozems (Argiudolls and Argiaquolls in Soil Taxonomy), associated with Solonetz (Natracuolls and Natruacualfs in Soil Taxonomy) that developed in aeolian sediments. Precipitation ranges between 900 and 1000 mm per year.

The study area in the United States is a ca. 150 000 km$^2$ area located in the Great Plains, covering parts of Kansas and Nebraska. The Platte and Arkansas rivers form the northern and southern boundary. The eastern boundary runs north-south through Manhattan, KS, while the west boundary is defined by the foot slope of the Rocky mountains. Precipitation varies from about 800 mm in the east to about 500 mm in the west of the study area.

The Argentinian study area was selected based on the availability of soil data for a relatively large geographical area that has a relatively small variation in biophysical conditions, which simplified the consideration of soil-forming processes. Similar criteria were used to select the study area in the United States, with the addition that the area should have similar soil types and parent material as the Argentinian study area. The selected US study area is much larger than the Argentinian one. The main reason for this is that we needed a larger area to have sufficient soil profile data available to calibrate the SE models. Both study areas were originally covered by prairie grasslands. The Argentinian area has been largely converted to cropland,
while the US area has only been partially converted to cropland. This is because the US area has a sub-humid to semi-arid climate, while the Argentinian one is humid. Even though the study areas were chosen because of their similarities, the differences in specific factors and processes of soil formation will likely influence the SE models developed for both areas.

The Argentinian study area was used for the first, second and third specific objectives (Chapters 2 to 4), while the US study area was used to examine the extrapolation potential (Chapter 4) and application of the spatial SEM approach (Chapter 5).

1.6. Expected contributions

The aim of this research is to fill the gap between purely empirical and mechanistic DSM models by analysing the usefulness of a hybrid (empirical-mechanistic) approach for DSM. This is not only attractive because it may enrich the DSM toolbox and outperform existing approaches for soil mapping, but also because it helps soil mappers and soil scientists getting a better understanding of local soil-forming processes. Models of local and regional processes can be hypothesised and tested with empirical data, while they can also be used for mapping. Studying causal relations is very common in soil genesis, but much less so in soil mapping, and so this research might also contribute to bridging these two soil science disciplines.
Chapter 2

Mapping the soils of an Argentine Pampas region using structural equation modelling

Current digital soil mapping (DSM) methods have limitations. For instance, it is difficult to predict a large number of soil properties simultaneously, while preserving the relationships between them. Another problem is that prevalent prediction models use pedological knowledge in a very crude way only. To tackle these problems, we investigated the use of structural equation modelling (SEM). SEM has its roots in the social sciences and is recently also being used in other scientific disciplines, such as ecology. SEM integrates empirical information with mechanistic knowledge by deriving the model equations from known causal relationships, while estimating the model parameters using the available data. It distinguishes between endogenous and exogenous variables, where, in this application, the first are soil properties and the latter are external soil-forming factors (i.e. climate, relief, organisms). We introduce SEM theory and present a case study in which we applied SEM to a 22,900 km$^2$ region in the Argentinian Pampas to map seven key soil properties. In this case study, we started with identifying the main soil-forming processes in the study area and assigned for each process the main soil properties affected. Based on this analysis we defined a conceptual soil-landscape model, which was subsequently converted to a SEM graphical model. Finally, we derived the SEM equations and implemented these in the statistical software R using the latent variable analysis (Lavaan package). The model was calibrated using a soil dataset of 320 soil profile data and 12 environmental covariate layers. The outcomes of the model were maps of seven soil properties and a SEM graph that shows the strength of the relationships. Although the accuracy of the maps, based on cross-validation and independent validation, was poor, this paper demonstrates that SEM can be used to explicitly include pedological knowledge in prediction of soil properties and modelling of their interrelationships. It bridges the gap between empirical and mechanistic methods for soil-landscape modelling, and is a tool that can help produce pedologically sound soil maps.

Based on:
2.1. Introduction

Numerous environmental and agro-economic activities require accurate information on the spatial distribution of soil types and properties. Conventional soil maps, which supply this information, are based on a conceptual (mental) model of soil spatial variation supported by field observations and laboratory data. Although conventional soil survey can produce accurate soil maps, it has several drawbacks (Hartemink et al., 2010). First, map units are represented as homogeneous units so that spatial variation within these units is not made explicit, as it is only explained in a narrative way through reports and map legends. Second, although validation can be done as an independent procedure, the conventional soil mapping process does not assess map accuracy, and thus, maps typically lack uncertainty information. Third, the qualitative mental models and soil mapping rules used to generate the maps are often not documented and, therefore, not easily reproducible (Hewitt, 1993). In this context, new techniques to produce soil maps were introduced in the past decades and summarised under the name “Digital Soil Mapping” (DSM) (McBratney et al., 2003).

Most DSM approaches are data-driven and rely heavily on empirically established relationships between the soil and the environment (Dobos et al., 2006; Kempen et al., 2009; Cambule et al., 2013; Adhikari et al., 2014). Methods that incorporate soil-forming process knowledge for spatial prediction using DSM, such as Kempen et al. (2009), are limited, partly because the complex interrelationships between soil-forming factors, soil-forming processes and soil properties are not easy to capture and quantify. However, incorporation of soil process knowledge in DSM approaches is attractive, because it provides an important source of information and should yield maps that better represent the physical, chemical and biological processes that shape the soil. Including soil process knowledge could bring benefits both for DSM and soil process modelling (Heuvelink and Webster, 2001; Stoorvogel et al., 2009; Vanwalleghem et al., 2010; Finke, 2012b).

Most DSM studies describe the spatial variation of a single soil property (Grunwald, 2009). Separate mapping of multiple soil properties might yield predictions that make sense individually, but whose combination may be unrealistic. For instance, if the carbon and nitrogen content of the soil are mapped independently, this may result in implausible C:N ratios that may affect agronomic evaluations. The complex interrelationships among soil properties are captured in conventional soil survey by soil survey reports and pedon descriptions. However, soil properties interdependencies have not yet been included efficiently in DSM. Some techniques, such as cokriging, can deal with multiple, correlated soil properties in a unified approach,
but fitting a valid model of coregionalization becomes very problematic when the number of soil properties is large (Knotters et al., 1995; Heuvelink, 2006) and it does not add information about process knowledge.

In this study, we attempt to integrate knowledge about soil-forming processes and interrelationships between soil properties in DSM by applying a statistical technique known as structural equation modelling (SEM) (Grace and Keeley, 2006). The roots of SEM are in the social sciences (Sobel, 1982; Pearl, 1988), but recently it has also been applied in environmental science (Grace et al., 2010; Brahim et al., 2011; Grace et al., 2014; Lamb et al., 2014). To the best of our knowledge, it has not yet been applied in soil mapping. SEM could be used not only to predict soil properties spatially, but also to help understand and explain the complex interrelationships behind the development and evolution of soil properties. The aim of this study is to explain the principles of SEM and describe how it may be used for soil mapping. We illustrate the methodology with a case study in the Argentine Pampas.

2.2. Structural equation modelling

2.2.1. SEM overview

SEM is a methodology for developing and testing hypotheses about relationships in a system, and encompasses different statistical tools for causal analysis. Although the focus is on testing hypotheses, it can also be used for prediction. It includes both graphical and equational forms. Graphs are not only a representation of the cause–effect network, but also a tool to identify requirements for model fitting (Grace and Keeley, 2006). According to Rosseel (2012), SEM includes elements from three different statistical techniques: (1) factor analysis, developed by Spearman (1904) and Lawley (1940) in psychology, (2) path analysis, popularised by Duncan (1966) in social science, and (3) simultaneous equation systems, developed by econometricians (Haavelmo, 1943; Koopmans, 1945).

Incorporating cause–effect relationships in statistical models induces correlations between system state variables and driving factors, but it is important to be aware that correlation is not the same as causality. This common issue in multivariate analysis was discussed in-depth in the SEM literature by various authors (Pearl, 1988, 2009; Shipley, 2000; Grace, 2006), who established basic procedures to apply SEM and note that it cannot be used to prove causality, but merely to test models that represent causal hypotheses (Grace, 2006).

Although SEM builds on conventional regression techniques, its application is more
flexible. The extra options in SEM are that i) measurement error of observed variables can be explicitly incorporated, ii) direct and indirect effects of predictors are jointly analysed, iii) a variable can be a dependent and independent variable in the system at the same time, and iv) multiple dependent variables are modelled simultaneously (Arhonditsis et al., 2006; Grace and Keeley, 2006). These are also important advantages for DSM because we know that many soil properties are cross-correlated, are influenced by environmental variables and influence each other in various ways, and cannot be measured without error.

Based on Grace et al. (2012), Fig. 2.1 shows a diagram of the principal SEM components when the main goal is to use SEM to predict target variables. SEM begins with the development of general hypotheses which are adapted to a specific conceptual model (1) applicable to a case study. The conceptual model is converted, first, into a graphical model (2), and later, into a mathematical model (3). Next, making use of a dataset that can come from either experimental or observational data, the model is calibrated and assessed (4). Poor model fitting could suggest changes to the conceptual model (1) and re-specification of graphical and mathematical models (2 and 3). When model fitting is satisfactory, (spatial) prediction of target variables (5) takes place. These five steps are explained in detail in the following sections.

### 2.2.2 Conceptual and graphical model

To begin with, it is important to analyse and summarise the general scientific concepts behind the objective. For example, if we are interested in predicting soil properties, we first have to analyse the main soil genetic models, such as those of Jenny (1941) and Simonson (1959), that state the theoretical relationships between soil properties. Conversion from theories to a conceptual model is a process where the researcher has to consider how these theories can be linked with observational data (Grace et al., 2012). After the conceptual model has been derived, dominant processes and causal relationships between system state variables and external drivers
are described and portrayed graphically.

Graphs in SEM, also called causal diagrams, are meant to summarise causal connections among variables (Pearl, 1995), and specify the variables involved in the system. It is important to be aware that specification of variables is an exhaustive process where the nature, distribution and theoretical meaning of every variable, as well as its interrelationships with the other variables, have to be analysed in-depth. Moreover, SEM graphs include different types of variables, and in accordance with this, both external drivers and system state variables are distinguished.

To illustrate the above, Fig. 2.2 presents a theoretical SEM graph with all different types of variables, parameters and connections that a SE model may include. In practice, as we shall see in Sections 3.3 and 2.3.4, SEM can be much more complex. In the scheme shown in Fig. 2.2, some of the variables are measured (boxes), while others are not (ovals). The latter category are generally called latent variables. Latent variables are measured indirectly through observed variables. A latent variable could represent the “real” value of an observed variable. For instance, the soil organic carbon stock at some location may be the latent variable, which is measured through a carbon stock observation affected by measurement error. A latent variable could also be an abstract construct, such as “soil fertility”, which can be assessed by means of several observed variables, such as measured organic carbon, nitrogen and phosphorous. Arrows between latent and observed variables mean “is measured through”. These define the measurement model. Arrows that connect latent variables mean “affect” and represent the structural model. Thus, a SE model is defined by a measurement model that specifies how latent variables are measured, and a structural model that describes the interrelationships between the latent variables. The rest of the components of Fig. 2.2 will be explained in the next section.

2.2.3. Mathematical model

As was explained in the previous section and illustrated in Fig. 2.2, the graphical SE model is composed of latent and observed variables. A latent variable can be exogenous (i.e., not depending on other latent variables, $\xi$), which we call external drivers, or endogenous (i.e., depending on other latent variables, $\eta$), which we call state variables. Measurements of exogenous variables are denoted by $x$, measurements of endogenous variables by $y$.

The mathematical model that underlies the SEM graph consists of structural and measurement equations. Following the approach of Jöreskog and Sörbom (1982), all observed variables are standardized prior to modelling, by subtracting the mean
and dividing by the standard deviation. The structural model is given by:

\[ \eta = B\eta + \Gamma \xi + \zeta \]  

(2.1)

where \( \eta \) is an \( m \times 1 \) vector of state variables, \( \xi \) is an \( n \times 1 \) vector of external drivers, \( B \) is an \( m \times m \) coefficient matrix, \( \Gamma \) is an \( m \times n \) coefficient matrix, and \( \zeta \) is an \( m \times 1 \) vector of normally distributed residuals with zero mean (Jöreskog and Sörbom, 1982). Note that the diagonal elements of \( B \) will be zero, because an endogenous variable can depend on other variables but not on itself. The variance–covariance matrix of \( \zeta \) is denoted by \( \Psi \), which is not shown in Fig. 2.2.

The measurement model is defined by:

\[ y = K \eta + \epsilon \]  

(2.2)

\[ x = \Lambda \xi + \delta \]  

(2.3)

where \( y \) is a \( p \times 1 \) vector of endogenous observed variables with measurement error vector \( \epsilon \), and \( x \) a \( q \times 1 \) vector of exogenous observed variables with measurement error \( \epsilon \) and \( \delta \) are taken as mutually independent (also from \( \zeta \)), zero-mean normal deviates, with covariance matrices \( \theta_\epsilon \) and \( \theta_\delta \), respectively. \( K \) is a \( p \times m \) coefficient matrix and \( \Lambda \) a \( q \times n \) coefficient matrix (Iacobucci, 2009).
2.2. Structural equation modelling

2.2.4. Model calibration

Parameters of the SE model that need to be estimated from the available data or fixed in some other way are $B$, $\Gamma$, $K$, $\Lambda$, $\Theta_\varepsilon$, $\Theta_\delta$, and $\Psi$. $\Theta_\varepsilon$ and $\Theta_\delta$ are typically taken as diagonal matrices because measurement errors of different variables are usually uncorrelated. In addition, the diagonal elements of $\Theta_\varepsilon$ and $\Theta_\delta$ are also often externally derived, from lab precision information or through expert judgement. For instance, the lab measurement error variance of soil organic carbon may be specified by the manufacturer of the laboratory equipment or derived from differences between duplicates. Measurement errors in field assessment of the thickness of the A horizon may be derived from comparison of independent observations of multiple experts, or by letting experts quantify the accuracy of their interpretations through expert elicitation.

Matrices $K$ and $\Lambda$ must be provided by the user. In this case study, these are all taken as identity matrices, because we only use direct measurements of the various soil properties and because we only have a single measurement of each soil and external variable at each measurement location. For instance, the “measured soil thickness” (measurement variable) is the “true soil thickness” (latent variable) augmented with a measurement error.

The elements of matrices $B$ and $\Gamma$ will be zero except when these correspond to an arrow in the graphical model. For instance, if the graphical model has no arrow pointing from latent variable $\eta_1$ to latent variable $\eta_2$, then $\beta_{21}$ will be zero. Thus, the number of parameters included in $B$ and $\Gamma$ that need to be inferred equals the number of arrows in the graphical model. These parameters must be estimated with calibration data. Different estimation methods can be used and the mathematics behind it is somewhat involved. Below we give a brief description, while we refer to Bollen (1989); Iacobucci (2009, 2010); Grace et al. (2012) for detailed explanations.

The estimation of model parameters can be done in two different ways in SEM. Local estimation, which consists of analysis of each system state variable and its predictors separately, allows complex model specification and prevents propagation of misspecification errors Grace et al. (2012). Global estimation, which is implemented in most current software packages and used in this paper, is based on a comparison of observed variance–covariance matrices with model-implied variance–covariance matrices. It can use different estimation approaches, such as maximum likelihood and weighted least squares, to match the model-implied and observed matrices. It is important to be aware that the number of parameters to be estimated cannot be too large in case of a small calibration dataset, and indeed in some configurations the estimation algorithm might not converge due to under-determination. Lee and Song
(2004) compared two methods of parameter estimation and found that in their case a Bayesian approach needed a minimum of two to five observations per estimated parameter, while maximum likelihood required a larger sample size.

Finally, matrix $\Psi$ is also estimated as part of the calibration procedure, but estimation can be simplified by fixing some of its elements to zero. This will obviously not be the case for the diagonal elements, but it may make sense to assume that the structural noise associated with one latent variable is uncorrelated with that of another. In the simplest case, all these correlations will be assumed zero and $\Psi$ will be taken as a diagonal matrix. This may be a good way to start, and next it may be examined if relaxing the assumptions still yields an estimable model that in addition has an improved performance.

Several software tools have been developed for implementation of SE models. Many of these are commercial, such as LISREL (Jöreskog and Yang, 1996), Mplus (Muthén and Muthén, 1998) and AMOS (Arbuckle, 1997), while others have been developed under the GNU General Public License, such as lavaan (Rosseel, 2012), a package in R (R Core Team, 2017). We used lavaan in the case study and explain its syntax and use in Section 2.2.6.

2.2.5. Prediction

Once the SE model has been calibrated, prediction is relatively straightforward. Consider the case where at a prediction location the observed exogenous variables $x$ are available (i.e., environmental factors), while we wish to predict the endogenous variables $\eta$ (i.e., the soil properties). From Eqns. 2.1 and 2.3 we easily derive:

$$\hat{\eta} = (I - B)^{-1} \Gamma \Lambda^{-1} x$$ (2.4)

while the variance–covariance matrix of the prediction error is given by:

$$Var(\eta - \hat{\eta}) = Var \left( (I - B)^{-1} (\Gamma \xi + \zeta - \Gamma \Lambda^{-1} x) \right) = (I - B)^{-1} (\Gamma \Lambda^{-1} \Theta \delta (\Gamma \Lambda^{-1})^T + \Psi) \left( (I - B)^{-1} \right)^T$$ (2.5)

Note that estimation errors of the model parameters are not taken into account. We discuss the implications of this in the Discussion Section.
2.2.6. Implementation with \texttt{lavaan}

We used the \texttt{lavaan} package (Rosseel, 2012) to implement the SE model for the case study. Rosseel (2012, 2013, 2017) gives a good introduction, including model syntax, interpretation of output, and instructive examples. The basic components of a fully specified SE model in \texttt{lavaan} are: definition of the measurement model; definition of the structural model; specification of (residual) (co)variances.

An example of \texttt{lavaan} syntax that specifies these components is given in Fig. 2.3. The operator $\Rightarrow$ means “is manifested by”, $\sim$ means “is regressed on” and $\sim\sim$ means “is correlated with”. After the model has been defined, next it must be calibrated with the available data. This is done with the \texttt{sem()} function. Prediction and calculation of prediction error variance is not included in \texttt{lavaan}, but it is achieved by applying Eqns. 2.4 and 2.5 in R.

2.3. Case study

2.3.1. Study area

The study area is located in the Rolling Pampas sub-region between latitudes $35^\circ\ 00'$ S and $33^\circ\ 17'$ S, and longitudes $58^\circ\ 55'$ W and $61^\circ\ 21'$ W, and encompasses about 23 000 km$^2$ in the north-eastern corner of the Buenos Aires Province (Fig. 2.4). The dominant soil classes are Phaeozems (Argiudolls and Argiaquolls in Soil Taxonomy), associated with Solonetz (Natracuolls and Natruacualfs in Soil Taxonomy) developed on aeolian sediments (loess and loess-like materials) that have different sources and compositions (Morrás, 1999; Zárate, 2003). These characteristics give cause to rich soil mineralogical differences that affect the spatial soil properties and
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Figure 2.4: Extent of the study area, and locations of soil profiles used for calibration and validation.

dynamics (Cruzate, 2001; Morrás et al., 2002). The vast plains of the study area are covered by small and shallow depressions, which form the Pampean wetland (Quirós, 2005) and are endowed with rich soils. The plains were transformed from native grasslands to cropland during the last century (Viglizzo et al., 2004).

Annual precipitation ranges between 900 and 1000 mm. Summer months are characterised by rainfall deficits, while there is a rainfall excess during winter months. The average minimum temperature of the coldest month is 10°C, and the average maximum temperature of the hottest month is 23°C (Cabrini and Calcaterra, 2008).

2.3.2. Data

Calibration data

The soils of the study area were surveyed at scale 1:50 000 during the 1960s and 1970s under the Soil Map Plan that covered 500 000 km² of the Argentinian Pampas region (INTA, 1964). Soil sampling, description and classification were done following the Soil Survey Manual (Soil Survey Staff, 1951) and 7th Approximation (Soil Survey Staff, 1951).
### Table 2.1: Summary statistics of calibration and validation data sets. Statistics are minimum value (Min), median, mean, maximum value (Max), standard deviation (SD), coefficient of variation (CV) and sample size (n).

<table>
<thead>
<tr>
<th>Soil properties</th>
<th>Unit</th>
<th>Min</th>
<th>Median</th>
<th>Mean</th>
<th>Max</th>
<th>SD</th>
<th>CV</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Calibration data set</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thickness of A horizon</td>
<td>cm</td>
<td>6.0</td>
<td>26.0</td>
<td>25.1</td>
<td>60.0</td>
<td>7.47</td>
<td>0.30</td>
<td>320</td>
</tr>
<tr>
<td>Organic carbon A horizon</td>
<td>g/100 g soil</td>
<td>0.22</td>
<td>1.88</td>
<td>1.90</td>
<td>3.02</td>
<td>0.47</td>
<td>0.25</td>
<td>320</td>
</tr>
<tr>
<td>Total bases A horizon</td>
<td>cmol+/kg</td>
<td>9.5</td>
<td>18.8</td>
<td>18.7</td>
<td>28.6</td>
<td>3.2</td>
<td>0.17</td>
<td>320</td>
</tr>
<tr>
<td>Base saturation A horizon</td>
<td>% of CEC</td>
<td>67.0</td>
<td>84.0</td>
<td>85.0</td>
<td>100.0</td>
<td>6.8</td>
<td>0.08</td>
<td>320</td>
</tr>
<tr>
<td>ESP A horizon</td>
<td>% of Total Bases</td>
<td>0.4</td>
<td>2.3</td>
<td>4.3</td>
<td>50.2</td>
<td>6.5</td>
<td>1.49</td>
<td>320</td>
</tr>
<tr>
<td>ESP B horizon</td>
<td>% of Total Bases</td>
<td>0.3</td>
<td>2.5</td>
<td>8.2</td>
<td>63.4</td>
<td>12.0</td>
<td>1.46</td>
<td>320</td>
</tr>
<tr>
<td>Clay ratio B/A</td>
<td>%/%</td>
<td>0.35</td>
<td>1.49</td>
<td>1.53</td>
<td>2.94</td>
<td>0.37</td>
<td>0.25</td>
<td>320</td>
</tr>
<tr>
<td><strong>Validation data set</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thickness of A horizon</td>
<td>cm</td>
<td>8.0</td>
<td>20.0</td>
<td>22.4</td>
<td>53.0</td>
<td>7.5</td>
<td>0.33</td>
<td>93</td>
</tr>
<tr>
<td>Organic carbon A horizon</td>
<td>g/100 g soil</td>
<td>1.14</td>
<td>1.76</td>
<td>1.82</td>
<td>2.94</td>
<td>0.35</td>
<td>0.19</td>
<td>92</td>
</tr>
<tr>
<td>Total bases A horizon</td>
<td>cmol+/kg</td>
<td>11.8</td>
<td>16.0</td>
<td>15.8</td>
<td>22.6</td>
<td>2.2</td>
<td>0.14</td>
<td>92</td>
</tr>
<tr>
<td>Base saturation A horizon</td>
<td>% of CEC</td>
<td>63.1</td>
<td>72.8</td>
<td>73.4</td>
<td>99.4</td>
<td>6.2</td>
<td>0.08</td>
<td>92</td>
</tr>
<tr>
<td>ESP A horizon</td>
<td>% of Total Bases</td>
<td>0.6</td>
<td>2.2</td>
<td>3.2</td>
<td>25.2</td>
<td>3.6</td>
<td>1.12</td>
<td>92</td>
</tr>
<tr>
<td>ESP B horizon</td>
<td>% of Total Bases</td>
<td>1.4</td>
<td>2.9</td>
<td>5.6</td>
<td>32.9</td>
<td>6.6</td>
<td>1.19</td>
<td>100</td>
</tr>
<tr>
<td>Clay ratio B/A</td>
<td>%/%</td>
<td>0.78</td>
<td>1.28</td>
<td>1.26</td>
<td>1.70</td>
<td>0.16</td>
<td>0.13</td>
<td>92</td>
</tr>
</tbody>
</table>

The current soil database of the study area contains 342 soil profiles (Fig. 2.4) with soil morphology descriptions and laboratory data (INTA, 2015). Of these, 320 could be used for modelling. Several profile descriptions had missing information for the target properties: nine for total bases, four for base saturation, nine for exchangeable sodium percentage (ESP) of the A horizon and 55 for ESP of the B horizon. Since values were missing not randomly but preferentially, SEM cannot handle missing values, and we preferred to make use of the full dataset, we replaced the missing values with average values calculated on observations in the neighbourhood.

Fig. 2.5 and Table 2.1 show the main soil features of the study area and summary statistics of the calibration data. ESP (of A and B horizons) data are skewed. This skew is caused by the presence of lowlands where large Na\(^+\) concentrations are found that result in large ESP values. These lowlands only cover a small portion of the study area. Fig. 2.5a shows that soils in the study area typically have a clay illuviation horizon between 25 and 100 cm. The CEC more or less follows the clay profile. pH generally increases with depth resulting in alkaline conditions in the subsoil. Fig. 2.5b shows that most soils have a mollic epipedon, except in lowlands, where it is usually classified as Ochric. More than 90% of soils in this region have Argillic horizons with two or three Bt sub-horizons per soil profile. Natric subsurface horizons are present in many lowlands, with heterogeneous spatial distribution.
of sodium concentration and presence of Albic (E) horizons. Also, B horizons have a relatively high proportion of interstratified illite-smectite clays, which creates impediments for water percolation and swelling features. The presence of discontinuous duripans and fragipans in some C horizons (about 30% of calibration data), cemented with calcium carbonates, also increases hydromorphic conditions in the area, particularly in lowlands. Finally, some profiles show a second parent material (or buried paleo-soil), which in a few cases are present within the solum.

Validation data

Field soil data and soil samples were collected from 100 locations based on a stratified simple random sampling design (Brus et al., 2011). The stratification criteria were
accessibility and soil moisture regime. Three accessibility strata were derived from a map of the distance to the nearest road. Four moisture regime strata were derived from legacy soil maps at scale 1:50 000 (INTA, 1964). Intersecting the accessibility and moisture regime strata gave twelve sampling strata. Sampling locations were allocated to the strata proportional to their surface area but weighed by distance to roads (decreasing the inclusion probability for less accessible strata by a factor two for accessibility stratum 2 and a factor four for stratum 3 compared to stratum 1 that has the highest accessibility), with a minimum allocation of two points per stratum.

At each location, a sample was taken from the A, B, and the top 30 cm of the C horizon from two pits ten meters apart. The sample material of each set of two samples was combined in a composite sample. The soil samples were analysed for texture, organic carbon, pH, electrical conductivity, exchangeable bases (Ca\(^{2+}\), Mg\(^{2+}\), K\(^{+}\), and Na\(^{+}\)), and cation exchange capacity in the laboratory of INTA’s Soil Institute in Buenos Aires. Table 2.1 shows summary statistics of the validation data set. Most soil properties show differences in the mean with respect to calibration data. This could be explained by differences in age, laboratory and sampling methods. For total bases of the A horizon and base saturation, and to a lesser extent the Clay B/A ratio, the differences in means are large compared to the standard deviations. This indicates that there is limited overlap between the two data distributions and indicates that there are systematic differences between the calibration and validation data.

In order to assess laboratory accuracy, 36 samples from thirteen locations that were selected randomly from the sampling pool, were taken in duplicate. All soil samples (including duplicates) were re coded in random order before shipment to the laboratory.

**Covariates**

Table 2.2 shows the twelve covariates that were used in the SE model. The covariates were resampled to a common grid of 250 m resolution, which is the resolution of the MOD13Q1 MODIS product.

**Digital elevation model (SRTM)** The SRTM (Farr and Kobrick, 2000) digital elevation model (DEM) at 30 m resolution was used to derive a set of topographic covariates. The DEM was first processed to remove striping and random phase noise through filtering and to reduce artefacts generated by riparian forest. Next, SAGA GIS (Conrad et al., 2015) was used to derive maps of the vertical distance to the channel network (vdchn) at 30 m resolution, multiresolution index of valley bottom
Table 2.2: Environmental covariates used in the structural equation model.

<table>
<thead>
<tr>
<th>Code</th>
<th>Description</th>
<th>Source</th>
<th>Resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>lstm</td>
<td>Mean of 14 years of Daytime 8-day Land-surface Temperature</td>
<td>Terra/MODIS, product MOD11A2.</td>
<td>1 km</td>
</tr>
<tr>
<td>lstsd</td>
<td>Standard deviation of 14 years of Daytime 8-day Land-surface Temperature</td>
<td>Terra/MODIS, product MOD11A2.</td>
<td>1 km</td>
</tr>
<tr>
<td>wdist</td>
<td>Distance to water bodies</td>
<td>Landsat 8 images</td>
<td>30 m</td>
</tr>
<tr>
<td>dem</td>
<td>Altitude</td>
<td>SRTM</td>
<td>30 m</td>
</tr>
<tr>
<td>vdcchn</td>
<td>Vertical distance to channel network</td>
<td>SRTM</td>
<td>30 m</td>
</tr>
<tr>
<td>mrvbf</td>
<td>Index of multiresolution valley bottom</td>
<td>SRTM</td>
<td>250 m</td>
</tr>
<tr>
<td>wti</td>
<td>Wetness terrain index</td>
<td>SRTM</td>
<td>250 m</td>
</tr>
<tr>
<td>maxc</td>
<td>Maximum curvature</td>
<td>SRTM</td>
<td>250 m</td>
</tr>
<tr>
<td>slope</td>
<td>Slope</td>
<td>SRTM</td>
<td>250 m</td>
</tr>
<tr>
<td>river</td>
<td>Distance to Parana River</td>
<td>-</td>
<td>30 m</td>
</tr>
<tr>
<td>evim</td>
<td>Mean of 14 years of Enhanced Vegetation Index (EVI) 16-days</td>
<td>Terra/MODIS, product MOD13Q1</td>
<td>250 m</td>
</tr>
<tr>
<td>evisd</td>
<td>Standard deviation of 14 years of Enhanced Vegetation Index (EVI) 16-days</td>
<td>Terra/MODIS, product MOD13Q1</td>
<td>250 m</td>
</tr>
</tbody>
</table>

Flatness (mrvbf) at 250 m resolution, wetness terrain index (wti) at 250 m resolution, maximum curvature (maxc) at 250 m resolution and slope (slope) at 250 m resolution from the processed DEM.

**Landsat 8 images**  Distance to water bodies can be considered a proxy of groundwater depth (Jenny, 1941). Five mosaiced Landsat 8 images were selected from 8, 15 and 17 November 2014. Bands from Operational Land Imager sensor (OLI): 4; 5; 6; 7 and Thermal Infrared sensor (TIRS): 11 were chosen to identify water bodies. In order to create a map of distance to water bodies, an empirical approach that included unsupervised classification (Conrad, 2001) and visual interpretation was implemented. First, the images were classified into 20 spectral classes, and next each class was assigned to water bodies, or not. To judge whether a class belongs to the water body class, visual interpretation was used. Next, a raster of the distance to the nearest water body pixel was created. All analyses were executed in SAGA-GIS (Conrad et al., 2015).
MODIS EVI 16-day composition (MOD13Q1)  Enhanced Vegetation Index (EVI) at 16-days temporal and 250 m spatial resolution from the MODIS/Terra\textsuperscript{1} remote sensor was used to characterise the land cover of the study area. A total of 342 images taken between March 2000 and December 2014 were processed using R. Standard deviation (evisd) and mean (evim) were computed per pixel for the whole period.

Terra land-surface temperature & emissivity (MOD11A2)  Daytime 8-day 1 km grid Land-surface Temperature (LST) from the MODIS/Terra satellite was analysed as proxy of soil climate. Mean (lstm) and standard deviation (lstsd) were calculated from 689 images for the same period used to derive the EVI images.

Proxy of soil parent material  Soil parent material of the study area has been discussed extensively (Scoppa, 1975; Gonzalez Bonorino, 1966; Zárate, 2003; Morrás and Moretti, 2016). The main sources of the aeolian sediments that cover the study area are The Cordillera de los Andes, Sierras Pampeanas and Paraná river. As a result, the major spatial differences in parent material are in the south-west–north-east direction. For this reason, and given that there was no parent material map available, we decided to use distance to the Paraná river as a proxy of the parent material distribution.

2.3.3.  Conceptual model

In SEM, general hypotheses are converted into a conceptual model (Fig. 2.1), which identifies the main endogenous variables involved, and how these are inter-related and influenced by exogenous variables. The development of hypotheses of soil formation has a rich history (Dokuchaev, 1883; Jenny, 1941; Simonson, 1959; Runge, 1973; Phillips, 1993). To establish a conceptual model for the case study, an approach was adopted from Simonson (1959), that describes the main soil-forming processes, and Runge (1973), which presents an energy model for grasslands over unconsolidated parent materials. The model is a merge of the models of Jenny (1941) and Simonson (1959, 1978). First, an inventory was made of the main soil-forming processes in the area.

\textsuperscript{1}MOD13Q1 and MOD11A2 were retrieved from the online Reverb/ECHO tool (http://reverb.echo.nasa.gov/reverb/), courtesy of the NASA EOSDIS Land Processes Distributed Active Archive Center (LP DAAC), USGS/Earth Resources Observation and Science (EROS) Center, Sioux Falls, South Dakota. See more at: https://lpdaac.usgs.gov/citing_our_data#sthash.yGKPuOqi.dpuf
Table 2.3 summarises all processes and lists the key soil properties that could be used as process diagnostics.

**Soil-forming processes**

*Table 2.3: Main soil forming processes of the study area, their effects, involved horizons, key soil properties and external driving factors.*

<table>
<thead>
<tr>
<th>Soil forming process</th>
<th>Effect on soil formation</th>
<th>Soil horizons</th>
<th>Key soil properties</th>
<th>Driving factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base cation cycle</td>
<td>Accumulation, recycling and depletion of base saturation and total bases</td>
<td>A</td>
<td>Base saturation, total bases</td>
<td>Water dynamics, parent dynamics, climate, land cover</td>
</tr>
<tr>
<td>Argilluviation</td>
<td>Development of argillic horizon</td>
<td>B, A</td>
<td>Ratio of clay in B and A horizon</td>
<td>Water dynamics, climate</td>
</tr>
<tr>
<td>Pedoturbation</td>
<td>Mixing of soil material</td>
<td>A, B, C</td>
<td>Ratio of clay in B and A horizon</td>
<td>Water dynamics, parent material, land cover, water dynamics</td>
</tr>
<tr>
<td>Melanization</td>
<td>Colour darken by humic acid increase, development of mollic horizon</td>
<td>A, AB, BA</td>
<td>Soil organic matter</td>
<td>Climate, land cover, water dynamics</td>
</tr>
<tr>
<td>Soloni-/Solodisation</td>
<td>Increase of exchange sodium percentage (ESP)</td>
<td>B, A, E</td>
<td>Exchange sodium percentage (ESP)</td>
<td>Parent material, climate, water dynamics</td>
</tr>
<tr>
<td>Calcification</td>
<td>Loss, depletion and accumulation of calcium carbonate, development of calcic horizons</td>
<td>All horizons</td>
<td>Presence of calcium carbonate</td>
<td>Water dynamics, climate</td>
</tr>
<tr>
<td>Hydromorphism</td>
<td>Iron depletion, greenish colours, development of mottles and concretions</td>
<td>development of E horizon, E, B, A</td>
<td>Presence of E horizon, presence of mottles and concretions</td>
<td>Water dynamics</td>
</tr>
<tr>
<td>Water erosion</td>
<td>Change of epipedon thickness</td>
<td>A</td>
<td>A horizon thickness</td>
<td>Relief, water dynamics, land cover, parent material</td>
</tr>
</tbody>
</table>
Base cation cycle  Base cation dynamics results in leaching or accumulation of base cations, depending on the equilibrium between these two processes. Base cation leaching involves eluviation of Ca$^{2+}$, Mg$^{2+}$, K$^{+}$ and Na$^{+}$, usually referred to as the exchange complex bases. Although this process is much more prominent in other ecological regions with soils such as Acrisols (Bockheim and Gennadiyev, 2000), it also occurs in Phaeozems and Solonetz, simultaneously with argilluviation. Base cation leaching lowers the amount of bases per unit of clay and organic matter. At the same time it lowers the pH because leached bases are replaced by H$^{+}$ and other acidifying cations, such as Al$^{3+}$ and Fe$^{3+}$. Thus, acidification is more prominent in the epipedon than in the subsoil. A consequence of acidification is a decrease of cation exchange capacity (CEC), which is stable in most common clay types such as smectite and illite, but pH-dependent on organic matter and clays such as kaolinite and allophane. These physico-chemical processes are counteracted by accumulation of cations through biological activity and clay weathering. Plant roots and fauna can recycle nutrients upward and increase the concentration of the most important cations in the topsoil. This biocycling process is particularly intense in grasslands under temperate climates.

Melanization  Organic residues are accumulated at the soil surface and transformed in humic substances through biochemical and abiotic processes. When humification is coupled with enrichment of base cations it creates a mollic horizon, which is characteristic for soils such as Phaeozems, Chernozems and Kastanozems (Bockheim and Gennadiyev, 2000). Melanization is the term for darkening of soil mineral particles by humus coatings and is a distinguishing process under grassland vegetation (Buol et al., 2011). Soil organic matter accumulation increases cation exchange and buffer capacity as does clay, although the CEC of organic matter is also controlled by pH. This is one of the most important processes in the study area and its magnitude varies spatially according to water dynamics, type of vegetation and soil temperature.

Argilluviation  Argilluviation or lessivage (Duchaufour, 1998), is the mechanical migration of clay from surface to deeper soil horizons. This process is governed by the direction of water flow, which is predominantly vertical and downwards. The magnitude of argilluviation, usually assessed through the difference in clay content between the epipedon and the subsurface horizon, is related to bioclimatic conditions, basically to pluviometry, and is mainly conditioned by soil mineralogical and granulometric composition, and aggregate stability.

Argilluviation is one of the most important soil-forming processes in the study area,
which has been affected at different degrees according to a combination of parent material granulometry and pluviometric spatial variations. In the Pampas region, soil textures are finer and pluviometry is higher from south-west to north-east; it is thus expected that the clay percentage ratio between horizon B and A increases in the same direction.

**Solonization and solodization**  Solonization, or alkalinization, refers to the process of sodium accumulation that occurs in saline-sodic soils when soluble salts are leached. It promotes clay dispersion and rises soil pH above 8.5. Solodization is a result of elluviation of dispersed clays and the replacement of exchangeable sodium by other cations, mainly H⁺, thus giving rise to a bleached and acid horizon above a natric one (Brady and Weil, 2014).

These processes result in soils with high exchangeable sodium percentage (ESP), a condition that is present in most lowlands of the study area (Quirós, 2005) where the sources of sodic salts are groundwater and water from saline streams. Groundwater can be found on the surface to a few meters depth in low landscape positions (Laurenzena et al., 2002; Taboada et al., 2009). The poor drainage of these soils affects negatively vegetation growth and organic matter accumulation, which is lower than in upland soils.

**Calcification**  In humid regions, calcification refers to the redistribution of calcium carbonates (Schaetzl et al., 1996). Calcium carbonate is generally inherited from parent material, and its distribution and concentration depend on climate, carbonate solubility, mineralization by microbes and vegetation, water flow direction, and soil texture. Accumulation of carbonates produces different morphogenetic features, from carbonate coatings to petrocalcic horizons (Schoeneberger et al., 2012). Petrocalcic horizons may be a restriction for root growth and water infiltration, so that a groundwater table could be established above this layer. Calcium carbonate increases soil pH, but not above 8.2 because it is not soluble above this value.

Within the study area, leaching of carbonates is a main process and in upland soils, secondary carbonates are present under different morphologies in the BC or C horizons, generally below 1.5 m from the surface. However, in lower landscape positions the groundwater level restrains the free vertical movement of water and concentrates carbonate salts at different depths (Durán et al., 2011; Imbellone et al., 2014).

**Hydromorphism**  Hydromorphism or gleization is a process that takes place in anaerobic (or aquic) conditions. Reduction and oxidation of Fe and Mn create fea-
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tures such as mottles, concretions and a gleying colour pattern (Bockheim and Gen-
nadiyev, 2000; Schoeneberger et al., 2012). These features are generally used to infer soil moisture regimes and involve removal, translocations and precipitation of Fe
and Mn. In the study area, the upland soils may present few redoximorphic features in their argillic horizons, particularly those with higher contents of expandable clay. In lowlands different degrees of hydromorphism are observed; some soils are char-
acterised by the development of albic horizons, small and weak mottles, and FeMn concretions at the contact with the Bt (INTA, 1964; Imbellone et al., 2010); other soils suffering longer waterlogging conditions show organic matter accumulation and gleying colour patterns close to the soil surface.

**Pedoturbation**  Pedoturbation refers to different processes of soil homogeniza-
tion by mixing. Depending on the vector that produces such effects, pedoturbation is referred to as bioturbation when the vector is the biota, argilliturbation when shrink-swell clay is the vector, or cryoturbation when ice is the vector (Blake et al., 2008). Bioturbation and argilliturbation are the main mixing processes in the study area.

Bioturbation is reported as one of the most influential processes of pedogenesis, although many of its aspects are still unknown (Wilkinson et al., 2009). These authors indicated that the process includes formation of surface mounds and soil burial, which are usually underestimated in field survey. Nevertheless, together with a particular process of humification, an intense mixing of soil components by flora and fauna is involved in the development of Pampean mollic epipedons. Argilliturbation is a process caused by type 2:1 clays with a high coefficient of linear extensibility, such as smectite. This group of clays changes its volume according to its water content. Depending on the proportion of these clays in the soil, it may develop Vertisols, soils that have deep and thick cracks in dry seasons, cuneiform peds and gilgai microrelief, among other characteristics (Blake et al., 2008; Buol et al., 2011). The soils of the study area do not belong to this soil order, although they show diverse proportions of smectite that confers vertic features to these (Imbellone et al., 2010; Durán et al., 2011; Morrás and Moretti, 2016).

Although argilliturbation and bioturbation work together, their intensities may be different. The former affects mainly the epipedon, while the latter is stronger in the argillic horizon. They both affect soil particle distribution and base cation cycle, but because they are mostly mixing processes, there is no single soil property to assess the extent of these processes.
**Water erosion** Water erosion may be considered a destructive soil-forming process. The process takes place in mainly three steps: soil particles detachment, transportation and deposition. Land cover, rainfall characteristics and soil particle cohesion regulate the influence of raindrops in the first sub-process. The second sub-process is governed by running water, which is dependent on infiltration capacity and terrain slope. Run-off water passes from sheet flow (with little power to detach soil) to channelised flow (with high power to carry and detach soil particles). Finally, deposition takes place down-slope. The process mainly affects the topsoil thickness and consequently, soil physical properties and organic carbon distribution.

Water erosion is an important process in the study area, but presently it is mainly related to land degradation caused by land use, rather than resulting from a natural process. The relief of this area is from flat to gently undulating and rainstorms can be very intense. Gully erosion takes place on gentle slopes when natural vegetation is removed, and sedimentation occurs down-slope. Thus, thickness of the A horizon decreases on steeper slope positions and increases in the lowlands.

**Interrelationship between soil-forming processes** soil-forming processes interact with one another and some can only occur after another has taken place. For example, calcium carbonate has to be leached (calcification) from the solum before argilluviation can take place. This type of interaction does not mean that an increase in calcification intensifies argilluviation, but signifies that a process takes place when the other is ending. Thus, this relationship implies time as a factor. Another type of interaction occurs when clays are dispersed by sodium, which creates conditions for argilluviation. Under this condition, a linear relationship between solonization and argilluviation would be expected. A third type of interaction appears when a process simultaneously works against another process, thus affecting the same soil property. This happens, for instance, between argilluviation and pedoturbation. The conceptual model aims to take all these relationships into account.

**External controls**

Fig. 2.6 shows how soil-forming processes are affected by driving soil-forming factors. Here, soil-forming factors described by Runge (1973) were considered and modified based on the particular conditions of the study area. Runge (1973) states that soil genesis is a function of the organic matter production (o), the available water for leaching (w), and time (t). The w factor combines relief and climate factors into the “available water for leaching” factor. Runge (1973) observed that w is able to organise the profile, decrease the entropy and develop horizons by using
gravitational energy, mainly in soil developed under grassland and unconsolidated materials Schaetzl and Anderson (2005). In this paper, this driving factor is called “water dynamics” (Fig. 2.6). Time, t in Runge’s model, was omitted as a driving factor for this paper, as the soil-developing time within the study area is relatively homogeneous and cannot explain spatial variation within the study area. A review of Zárate (2003) reports that the top 3–5 m loessial sediments are Late Pleistocene or Holocene in age. Finally, Runge’s model considers organic matter production as a third factor, which is mainly affected by available phosphorous (depending on parent material). However, this seems to be a simplistic assumption and thus, in this case we preferred to leave parent material and land cover (as organisms) as considered in Jenny’s model (Jenny, 1941).
Figure 2.7: Adaptation of the conceptual model shown in Fig. 2.6 to make it suitable for specification in lavaan. Circles are used to reduce the number of arrows between driving factors and soil properties: every arrow entering a circle connects to every soil property reached by the arrows leaving the circle.
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Graphical conceptual model

Fig. 2.6 shows the conceptual model that summarises the relationships between soil-forming processes, driving factors and affected soil properties. Black arrows that link soil-forming processes (dashed boxes) represent interrelationships between processes. These processes are controlled by driving factors, which also have interactions with each other. In other words, driving factors and soil-forming processes acted together during millennia to develop the current soils in the study area. In order to assess the intensity of the soil-forming processes within the area, ten key soil properties are linked to their respective process(es) through red arrows. These properties do not encompass all affected soil properties, but only the most relevant ones.

2.3.4. lavaan implementation

Before we could implement the conceptual model (Fig. 2.6) in lavaan, we had to simplify it. First, we removed the categorical soil properties (Presence of calcium carbonates, E horizon and hydromorphic conditions) because SE models that contain categorical latent variables do not meet the assumptions of the structural equation Eq. 2.1 and are more difficult to calibrate (Bollen, 1989). Second, we represented the driving factors with twelve environmental covariates. Interactions between the environmental covariates were not taken into account. Third, soil-forming processes were removed from the graphical model. The covariates were linked directly with the latent variables on basis of the relationships between the soil-forming processes and latent variables. The interrelations between soil-forming processes in Fig. 2.6 were represented through interrelationships between the latent variables. Fig. 2.7 shows the adapted, simplified graphical model for which a model in lavaan was derived. Note that ESP A horizon and ESP B horizon were log-transformed to satisfy the normal-distribution assumption. Next, all soil variables were standardized to mean zero and standard deviation one.

The lavaan implementation of the graphical conceptual model is presented in the Appendix Section, which entails the specification of the measurement and structural models. WEPAL reports (WEPAL, 2015) and expert knowledge were used to define the laboratory measurement error, because this information was not provided by the INTA laboratory. Note that we could also have used the differences between replicates of the validation dataset to characterise the laboratory error, because both the calibration and validation samples were analysed by the same laboratory, but we decided otherwise because we preferred to keep the validation dataset completely...
independent from the modelling and because the calibration samples were analysed several decades before the validation samples.

The outcomes of the fitted model are a summary report with matrices of estimated parameters, which is also included as Appendix Section, and a graphical representation of the estimated coefficients (Fig. 2.8). High positive estimates are represented by dark green colours, while low negative estimates are shown in red. Both tone and thickness of the arrow symbolise the magnitude of the coefficient. Dash green arrows represent the measurement model parameters, which were fixed to one (Ep-skamp, 2015).

### 2.3.5. Prediction results

![Graphical representation of the calibrated SE model](image)

**Figure 2.8**: Graphical representation of the calibrated SE model: ovals represent state variables (soil properties), which are connected to measured soil properties by dashed arrows. Boxes represent external drivers, which are connected to state variables by solid arrows. Red arrows mean negative correlation, green arrows positive correlation. The intensity of the colour represents the magnitude of the estimated parameter.

The fitted model was used to predict the target soil properties using Eq. 2.4. The resulting soil property maps are shown in Fig. 2.9. The drainage pattern is a common factor in all maps, except for clay ratio of B/A horizons and total bases, where this pattern is weaker. It is interesting to analyse the prediction maps in combination with Fig. 2.8. For example, if one analyses the clay ratio B/A state variable in Fig. 2.8,
one sees that the main external driver for this variable is the parent material proxy (distance to Paraná river). An increase of the distance to river leads to a decrease of the clay ratio, which is as expected. Also, the variation of land surface temperature (lstsd) and the vertical distance to channel network (vdchn) show a weak direct effect on clay ratio B/A. Moreover, exchangeable sodium percentage of A and B horizons also have a high impact on clay ratio B/A horizons, and thus there is an indirect effect from their predictors (lstsd and vdchan) on clay ratio, as well. Fig. 2.8 shows that ESP A horizon is mainly predicted from ESP B horizon, hence their spatial patterns are very similar. Similar interpretations can be done with the other predicted soil properties.

The estimated model parameters were also used to calculate the prediction error variance with Eq. 2.5. In this case, where the external drivers were taken as deterministic and known, the equation reduces to:

\[
\text{Var}(\hat{\eta} - \hat{\eta}) = (I - B)^{-1} \Psi \left((I - B)^{-1}\right)^T
\]  

(2.6)

Note that the prediction error variance does not depend on location and hence is constant in space.
Table 2.4 shows the model $R^2$ and spatial mean for each soil property, as well as the 90% prediction interval width (PI width) estimated from the prediction error variance.

Table 2.4: Model $R^2$, mean of the mapped values, and 90% prediction interval widths

<table>
<thead>
<tr>
<th>Soil Property</th>
<th>$R^2$</th>
<th>Spatial mean</th>
<th>90% PI width</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thickness of A horizon</td>
<td>0.09</td>
<td>24</td>
<td>20.2</td>
</tr>
<tr>
<td>Organic carbon A horizon</td>
<td>0.45</td>
<td>2.0</td>
<td>1.1</td>
</tr>
<tr>
<td>Total bases A horizon</td>
<td>0.34</td>
<td>19.0</td>
<td>8.7</td>
</tr>
<tr>
<td>Base saturation A horizon</td>
<td>0.70</td>
<td>86</td>
<td>21.0</td>
</tr>
<tr>
<td>ESP A horizon</td>
<td>0.92</td>
<td>3.4</td>
<td>6.8</td>
</tr>
<tr>
<td>ESP B horizon</td>
<td>0.29</td>
<td>6.7</td>
<td>11.1</td>
</tr>
<tr>
<td>Clay ratio B/A</td>
<td>0.67</td>
<td>1.5</td>
<td>0.84</td>
</tr>
</tbody>
</table>

2.3.6. Cross-validation and validation

In order to measure the quality of the laboratory we estimated the standard deviation of the measurement error ($SD_{err}$) by taking the square root of half the variance of the differences between duplicates. We also computed the ratio of the measurement error variance and sample variance ($Var_{err}/Var_{tot}$) to determine what proportion of the total variance in the validation dataset is accounted by measurement error variance. A third laboratory quality measure was the ratio of the measurement error variance and validation mean squared error ($Var_{err}/MSE$). This ratio indicates which part of the residual variation is explained by random measurement error. If this measure is close to one then it means that the model cannot perform better because all remaining variation is explained by measurement error in the data.

Table 2.5 shows the laboratory quality measures. The $Var_{err}/Var_{tot}$ ratio shows that for total bases, 40% of the total variance in the validation data can be attributed to measurement error. For base saturation this is 19%, for ESP 17%. Comparison of the measurement error variance with the MSE, shows that for total bases the contribution of $Var_{err}$ is 44%, while for ESP this is 25% for the A horizon and 22% for the B horizon.

The accuracy of the soil property maps was assessed using two approaches: leave-one-out cross-validation using the calibration dataset and independent validation using the validation dataset. In both cases, the quality measures were the Mean Error (ME), which measures prediction bias, the Root Mean Square Error (RMSE), which measures prediction accuracy, and amount of variance explained (AVE) (Samuel-Rosa et al., 2015). For the validation dataset, the ME and RMSE were estimated from
weighted averaging of these measures per stratum, with weights proportional to the stratum surface areas (de Gruijter et al., 2006; Kempen et al., 2012). We estimated the upper and lower boundary of the 95% confidence interval of the ME to assess if the ME significantly differs from zero, which would indicate bias in the predictions.

Table 2.6 shows accuracy measures for predicted soil properties. Cross-validation shows that predictions are unbiased. The RMSEs and AVEs show low accuracy for all predicted soil properties. Thickness, total bases and base saturation of A horizon have the lowest AVEs (0–0.05), while the other properties only show small improvement (AVE 0.10–0.25) with respect to using the mean of the data as predictor. Validation with independent data shows biased predictions for total bases and base saturation of the A horizon. Suspected systematic differences between the distributions of the calibration and validation data sets can explain this bias (Table 2.1). Compared to cross-validation, RMSEs are generally higher, except for ESP of A and B horizons. Moreover, most soil properties present negative AVEs, which imply that the means of the validation data are better predictors than SE maps. Scatter plots of measured versus predicted values (Fig. 2.10) confirm these observations and show that there only is a small positive relation between measured and predicted values of organic carbon of the A horizon.

To verify if the SEM prediction error variance gives a proper measure of the map accuracy we computed the mean ($\bar{\theta}$) and median ($\tilde{\theta}$) standardized squared prediction error ($\theta$) at each cross-validation location as proposed by Lark (2000). The $\theta$ is computed by taking the ratio of the squared cross-validation prediction error and prediction error variance at each cross-validation location. If the prediction errors are normally distributed and the prediction error variance is a correct assessment of the expected squared prediction error, this quantity has a Chi-square distribution with one degree of freedom. Hence, the $\bar{\theta}$ should be close to one. Lark (2000) proposed to compute also the $\tilde{\theta}$, as the median is less sensitive to outliers than the mean. Ideally the $\tilde{\theta}$ should be close to 0.455. If the median and/or mean are close to their ideal values, on average the prediction error variance is an unbiased quantifi-

<table>
<thead>
<tr>
<th>Soil Property</th>
<th>SD_{err}</th>
<th>Var_{err}/Var_{tot}</th>
<th>Var_{err}/MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Organic carbon (g/100 g)</td>
<td>0.1</td>
<td>0.01</td>
<td>0.05</td>
</tr>
<tr>
<td>Total bases (cmol+/kg)</td>
<td>2.5</td>
<td>0.40</td>
<td>0.44</td>
</tr>
<tr>
<td>Base saturation (%)</td>
<td>5.1</td>
<td>0.19</td>
<td>0.13</td>
</tr>
<tr>
<td>ESP A horizon (Log %)</td>
<td>0.1</td>
<td>0.17</td>
<td>0.25</td>
</tr>
<tr>
<td>ESP B horizon (Log %)</td>
<td>0.1</td>
<td>0.17</td>
<td>0.22</td>
</tr>
<tr>
<td>Clay ratio B/A</td>
<td>0.1</td>
<td>0.69</td>
<td>0.06</td>
</tr>
</tbody>
</table>
Figure 2.10: Scatter plots of measured values of validation dataset (x-axis) vs. predicted values (y-axis), showing one-to-one (black) line and linear regression (red) line.

cation of the accuracy of the predictions. Note that for calculating the $\theta$ statistics of the SEM results we added the measurement error variance $\theta_e$ to Eq. 2.5 because in validation and cross-validation we compare model predictions with measurements.

The cross-validation results of $\hat{\theta}$ and $\tilde{\theta}$ show that the means vary between 1.06 and 1.11 and the medians between 0.243 and 0.481, indicating that in general the SEM model gives a fair assessment of the prediction error variance. A possible reason for the means being slightly larger than 1 is that we ignored the uncertainty in the SEM coefficients when we computed the prediction error variance. The validation means and medians show poor results for all soil properties. For base saturation, total bases and Clay ratio the means deviate substantially from 1 and the medians from 0.455, that is likely the result of the systematic difference between calibration and validation data distributions (Table 2.1). For organic carbon and ESP the variance of
the calibration data is (much) larger than the variance of the validation data, which we suspect contributes to \( \theta \) and \( \bar{\theta} \) values that are much smaller than their expected values.

2.4. Discussion

2.4.1. SEM predictions

Fig. 2.8 represents the soil system interrelationships mostly as was expected based on the conceptual model. The sign of some of the coefficients, however, were opposite with what was expected. For example, soil process knowledge suggests that both ESP A horizon and ESP B horizon have a negative effect on organic carbon A horizon, but the SE model shows a positive effect of ESP B horizon. The same is true for organic carbon A horizon, total bases A horizon and base saturation A horizon, where an increase in organic carbon or total bases was expected to increase the base saturation in the same horizon, while the SE model shows a negative effect. We did not rigorously test the validity of this model because it was beyond the scope of this work. These discrepancies may be the result of misspecification, which is not uncommon in SEM (Grace et al., 2012). There are options, not used here, to constrain the model and force it to respect the expected sign.

For most soil properties, the model \( R^2 \) values (Table 2.4) are high compared to the amount of variance explained by cross-validation. In addition to the relationship between soil properties and covariates, SEM makes use of soil property interrelationships for modelling. When interrelationships are strong, then this can boost the predictive power of the model. For instance, the base saturation of the A horizon depends on total bases and organic carbon (Fig. 2.7) that help explain a proportion of the total variation of base saturation. When we apply SEM for prediction, however, soil properties can only be predicted from external drivers (Eq. 2.4) because other soil property values are not available at the prediction locations. This can result in a dramatic drop of the prediction power if the interrelationships between the target property and other properties are strong.

Soil property maps (Fig. 2.9) generally conform the conceptual model and are not biased with respect to calibration data, but their accuracy (AVE and RMSE) is poor according to validation and poor to reasonable based on cross-validation. We can think of several reasons that might explain the poor accuracy:

1. The validation and calibration datasets have more than 30 years time difference. The impact of land use and land use change, sampling and laboratory
Table 2.6: SEM assessment. ME with the lower (l.l.) and upper (u.l.) limits of the 95% confidence interval, RMSE and mean ($\bar{\theta}$) and median ($\tilde{\theta}$) standardized squared prediction error, for validation and cross-validation procedure.

<table>
<thead>
<tr>
<th>Soil property</th>
<th>l.l. ME</th>
<th>ME</th>
<th>u.l. ME</th>
<th>RMSE</th>
<th>$\bar{\theta}$</th>
<th>$\tilde{\theta}$</th>
<th>AVE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cross-validation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thickness of A horizon</td>
<td>0.00</td>
<td>7.47</td>
<td>1.09</td>
<td>0.362</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Organic carbon A horizon</td>
<td>0.00</td>
<td>0.42</td>
<td>1.11</td>
<td>0.403</td>
<td>0.18</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total bases A horizon</td>
<td>0.00</td>
<td>3.11</td>
<td>1.08</td>
<td>0.406</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Base saturation A horizon</td>
<td>0.00</td>
<td>6.67</td>
<td>1.08</td>
<td>0.457</td>
<td>0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log. ESP A horizon</td>
<td>0.00</td>
<td>0.38</td>
<td>1.07</td>
<td>0.446</td>
<td>0.17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log. ESP B horizon</td>
<td>0.00</td>
<td>0.49</td>
<td>1.06</td>
<td>0.481</td>
<td>0.22</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clay ratio B/A</td>
<td>0.00</td>
<td>0.33</td>
<td>1.08</td>
<td>0.243</td>
<td>0.24</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Validation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thickness of A horizon</td>
<td>-10.19</td>
<td>-2.98</td>
<td>4.24</td>
<td>7.58</td>
<td>1.28</td>
<td>0.547</td>
<td>-0.21</td>
</tr>
<tr>
<td>Organic carbon A horizon</td>
<td>-0.34</td>
<td>0.01</td>
<td>0.35</td>
<td>0.44</td>
<td>0.79</td>
<td>0.378</td>
<td>-0.05</td>
</tr>
<tr>
<td>Total bases A horizon</td>
<td>-5.06</td>
<td>-2.86</td>
<td>-0.66</td>
<td>3.76</td>
<td>1.76</td>
<td>1.088</td>
<td>-2.50</td>
</tr>
<tr>
<td>Base saturation A horizon</td>
<td>-17.66</td>
<td>-12.60</td>
<td>-7.55</td>
<td>14.07</td>
<td>4.36</td>
<td>4.421</td>
<td>-3.72</td>
</tr>
<tr>
<td>Log. ESP A horizon</td>
<td>-0.27</td>
<td>-0.04</td>
<td>0.18</td>
<td>0.26</td>
<td>0.56</td>
<td>0.232</td>
<td>-0.14</td>
</tr>
<tr>
<td>Log. ESP B horizon</td>
<td>-0.25</td>
<td>-0.02</td>
<td>0.21</td>
<td>0.28</td>
<td>0.38</td>
<td>0.170</td>
<td>0.23</td>
</tr>
<tr>
<td>Clay ratio B/A</td>
<td>-0.57</td>
<td>-0.31</td>
<td>-0.05</td>
<td>0.41</td>
<td>1.49</td>
<td>0.881</td>
<td>-4.64</td>
</tr>
</tbody>
</table>

ME with the lower (l.l.) and upper (u.l.) limits of the 95% confidence interval, RMSE and mean ($\bar{\theta}$) and median ($\tilde{\theta}$) standardized squared prediction error, for validation and cross-validation procedure.

methods may have caused systematic and random changes in some soil properties so that the calibration data are not representative of current soil conditions. Table 2.1 shows that there are systematic differences between the distributions of the calibration and validation datasets for some soil properties. Presumably, this is the main cause of bias and large RMSE in the validation (Table 2.5).

2. The field and laboratory measurement error plays an important role. The $\text{Var}_{\text{err}}/\text{Var}_{\text{tot}}$ ratio (Table 2.5) shows that the measurement error is very large compared to the spatial variation in the study area. If we assume that the calibration data have similar measurement error as the validation data, the $\text{Var}_{\text{err}}/\text{MSE}$ ratio shows that it will be difficult to improve predictions using these data, because almost up to half of the prediction error is caused by measurement error.

3. The relationships between driving factors, which are merely proxies of the true soil-forming factors and might also have a high noise component, and state variables are not strong enough to produce accurate maps. One reason
Table 2.7: Multiple linear regression assessment.

<table>
<thead>
<tr>
<th>Soil property</th>
<th>l.l. ME</th>
<th>ME</th>
<th>u.l. ME</th>
<th>RMSE</th>
<th>$\bar{\theta}$</th>
<th>$\tilde{\theta}$</th>
<th>AVE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cross-validation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thickness of A horizon</td>
<td>0.01</td>
<td>7.36</td>
<td>1.03</td>
<td>0.348</td>
<td>0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Organic carbon A horizon</td>
<td>0.00</td>
<td>0.41</td>
<td>1.03</td>
<td>0.401</td>
<td>0.22</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total bases A horizon</td>
<td>-0.01</td>
<td>3.09</td>
<td>1.05</td>
<td>0.385</td>
<td>0.06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Base saturation A horizon</td>
<td>0.00</td>
<td>6.57</td>
<td>1.03</td>
<td>0.451</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log. ESP A horizon</td>
<td>0.00</td>
<td>0.37</td>
<td>1.03</td>
<td>0.421</td>
<td>0.24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log. ESP B horizon</td>
<td>0.00</td>
<td>0.46</td>
<td>1.03</td>
<td>0.481</td>
<td>0.32</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clay ratio B/A</td>
<td>0.00</td>
<td>0.32</td>
<td>1.05</td>
<td>0.244</td>
<td>0.26</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Validation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thickness of A horizon</td>
<td>-10.21</td>
<td>-2.96</td>
<td>4.28</td>
<td>7.60</td>
<td>1.24</td>
<td>0.528</td>
<td>-0.21</td>
</tr>
<tr>
<td>Organic carbon A horizon</td>
<td>-0.37</td>
<td>0.01</td>
<td>0.38</td>
<td>0.47</td>
<td>0.84</td>
<td>0.451</td>
<td>-0.16</td>
</tr>
<tr>
<td>Total bases A horizon</td>
<td>-5.13</td>
<td>-2.85</td>
<td>-0.57</td>
<td>3.82</td>
<td>1.76</td>
<td>1.135</td>
<td>-2.62</td>
</tr>
<tr>
<td>Base saturation A horizon</td>
<td>-17.68</td>
<td>-12.63</td>
<td>-7.57</td>
<td>14.11</td>
<td>4.22</td>
<td>4.044</td>
<td>-3.72</td>
</tr>
<tr>
<td>Log. ESP A horizon</td>
<td>-0.29</td>
<td>0.19</td>
<td>0.28</td>
<td>0.58</td>
<td>0.242</td>
<td>0.242</td>
<td>-0.21</td>
</tr>
<tr>
<td>Log. ESP B horizon</td>
<td>-0.28</td>
<td>-0.04</td>
<td>0.21</td>
<td>0.30</td>
<td>0.42</td>
<td>0.179</td>
<td>0.12</td>
</tr>
<tr>
<td>Clay ratio B/A</td>
<td>-0.57</td>
<td>-0.31</td>
<td>-0.05</td>
<td>0.41</td>
<td>1.44</td>
<td>0.854</td>
<td>-4.62</td>
</tr>
</tbody>
</table>

ME with the lower (l.l.) and upper (u.l.) limits of the 95% confidence interval, RMSE and mean ($\bar{\theta}$) and median ($\tilde{\theta}$) standardized squared prediction error, for validation and cross-validation procedure.

For the apparently weak relationships can be that the study area is spatially fairly homogeneous with respect to soil conditions. Absolute ranges of variation in magnitude are small and these small differences might not be easily captured by spatially structured covariates. This might also explain the large Var$_{err}$/Var$_{tot}$ ratio.

4. Fig. 2.8 shows that the strongest relationships occurred between soil properties, which should help to increase the accuracy in the prediction. However, for spatial prediction these relationships cannot be fully exploited, because at prediction locations only external drivers are available. The interrelationships between soil properties are used, but only by inserting predicted soil properties in the prediction equations (as effectively achieved by the inversion of $I - B$ in Eq. 2.4). Given the weak explanatory power of the external drivers, the resulting prediction maps shown in Fig. 2.10 are overly smooth and not accurate.

5. We did not use some of the more advanced functions for fitting SE models (Grace et al., 2010, 2012). For instance, we only used linear relationships and continuous properties. Interrelationships between external drivers were not
taken into account either, which may cause misspecification, and thus loss of global fitting. Latent variables were constructed from single measured properties, which are not recommended in the literature (Jöreskog and Sörbom, 1982). Also, Grace (2006) suggests that estimated parameters are not reliable when global fitting is poor, as was the case in this case study. This also explains the large differences between the model-$R^2$ and cross-validation or validation results. We will look into more advanced SEM functions, such as non-linear relationships (Grace et al., 2012; Rosseel, 2012) in future research.

To verify if these are sensible reasons for poor model performance we modelled each soil property with a multiple linear regression (MLR) model using the same covariates as used in the SEM model. For each property, all covariates were offered to the MLR model. A stepwise algorithm was used for model selection. We assessed prediction accuracy of these models by cross-validation and independent validation as we did for the SEM model and computed the $\hat{\theta}$ and $\tilde{\theta}$ (Table 2.7). The results are consistent with the (cross-)validation results of the SE model (Table 2.6). Only the AVE of the MLR models is a fraction higher than those of the SEM models. The cross-validation $\tilde{\theta}$ is slightly larger than one which might be caused by ignoring the uncertainty in the estimated regression coefficients in the calculation of the prediction error variance. The MLR (cross-)validation results confirm the suspicion that the poor results of SEM are caused by the data and not by the SE model.

2.4.2. SEM strengths and limitations

SEM is quite flexible with respect to what you measure: there need not be a one-to-one correspondence between a latent variable and a measurement variable. This opens up the possibility to measure “hidden” latent variables through multiple measurement variables, to measure combined latent variables through a single measurement variable, et cetera. This is quite common in the social sciences (Jöreskog and Sörbom, 1982; Bollen, 1989), where SEM has its origin. Intelligence, for instance, is measured based on answers to a large number of questions of an IQ test. This flexibility can be useful in DSM as well. For example, one could generate a map of soil fertility, which would be a latent variable that is measured through different soil properties, such as organic matter, pH, nitrogen and phosphorous concentration, and total bases.

SEM cannot reproduce the true physical, chemical and biological processes, such as achieved by dynamic soil-landscape models (e.g. Temme et al., 2006; Finke and Hutson, 2008; Vanwalleghem et al., 2013). These approaches, however, are typically deterministic (do not quantify uncertainties) and can be cumbersome, requiring a
2.4. Discussion

lot of modelling steps and many inputs. Instead, the model structure in SEM is based on hypotheses of the functioning of a soil-landscape system that is formalised in a conceptual model. This can be used as a tool to understand the interactions of the soil-landscape system, and thus its genesis and functioning.

Conventional soil maps are usually supplemented with reports that help the user to understand the maps. Likewise, SEM can be used in DSM to understand how soil property maps are linked together (as exemplified in the case study). In this sense, SEM may be useful to predict what happens when a system is intervened. For example, if we want to increase the amount of organic carbon in the soil, but the SE model shows that there is an indirect effect from concentration of sodium cation to organic carbon concentration, then a better target of our intervention may be to leach the sodium from the solum rather than to increase the input of organic carbon by manuring the soil. Literature about prediction in SEM often refers to this type of analysis (Grace et al., 2012).

Prediction is not commonly done in SEM applications. This is because in the social sciences and also in ecology the main interest is often inferential: which variables influence each other and what is the strength of the relationships? (Grace and Keeley, 2006; Delgado-Baquerizo et al., 2013). SE models are typically used to gain insight in the (causal) processes that drive a system. In DSM, we are typically more interested in prediction (mapping), although we can learn from the other science domains that we should also look at what the model tells us about processes, and whether these are conform our knowledge of the soil-landscape system.

SEM is a framework that does not consider autocorrelation per se. In this respect, Matteson et al. (2013) developed a procedure to test autocorrelation in model residuals using Moran’s index (Moran, 1950) and to correct parameters based on this result. Alternatively, semivariogram analysis and kriging could be integrated into SEM. Lamb et al. (2014) developed an approach to apply spatial explicit SEM. Even though it is necessary to demonstrate the efficiency of this approach in practical applications, it looks promising.

It is possible to use categorical variables in SEM, but this would lead to a violation of the assumptions made in Eqns. 2.2 and 2.3 (Bollen, 1989). For this reason, some authors (Bollen, 1989; Rosseel, 2012) have developed techniques to use categorical variables as dummy variables by changing the model assumptions and parameter estimation methodology. As categorical variables are common in soil science, it would be useful to include these in future research.

SEM does not take the estimation errors of the model parameters into account. This might result in an underestimation of the prediction error variance. However, the
influence of parameter estimation errors usually will be relatively small compared to that of the system noise, especially when the number of calibration observations is large.

Though both SEM and MLR showed similar poor performance (Tables 2.6 and 2.7), the AVE of MLR was slightly larger. This is not unexpected. MLR will always perform better than SEM as it is implemented here. The SEM implementation in this chapter is linear, and since MLR based on ordinary least squares is the best linear unbiased estimator in terms of minimum variance among all linear estimators it will outperform a linear SEM. Nevertheless, there are some important advantages of using SEM. SEM can be used for causal interpretation, unlike MLR that aims to get optimal predictions on the basis of empirical correlations. SEM can thus provide insight in the functioning of the soil-landscape system, and can be used as a tool to communicate soil process knowledge to soil scientists and surveyors. Vice versa, it allows explicit incorporation of conceptual soil-landscape knowledge in a statistical modelling framework for soil spatial prediction. With respect to the latter, however, we note that the functioning of a soil-landscape system as perceived by pedologists might not necessarily be correct (Brungard et al., 2015, e.g.).

2.5. Conclusions

We introduced and illustrated structural equations modelling for DSM. SEM takes a hybrid approach between mechanistic and empirical modelling. It converts a conceptual soil-landscape model into a statistically explicit model and uses this for prediction and testing whether the hypotheses involved are supported by observed data.

The main conclusions of this work are:

- SEM can be applied for soil spatial prediction.
- SEM can improve the consistency between multiple predicted soil properties because it uses knowledge about interrelationships between soil properties and predicts these properties simultaneously.
- SEM enhances the understanding of soil-landscape processes which is beneficial to land management.
- SEM handles measurement errors explicitly, which facilitates the separation of model error from measurement error and can have a marked effect on the results of soil spatial prediction.
2.5. Conclusions

- Accurate predictions cannot be expected in homogeneous areas with low signal-to-noise ratios.
- Validation studies must take measurement errors in validation data into account.
Appendix: lavaan syntax

This Section describes the lavaan syntax of the structural equation model used in this article and provides a summary of the fitted model. More advanced and detailed information about lavaan can be found in Rosseel (2012, 2013), cited in the article, or at http://lavaan.ugent.be/tutorial/index.html.

In order to translate the graphical conceptual model to lavaan, three major model parts have to be specified: the measurement model, the structural model and the measurement error.

Measurement model

my_model <- 
  # measurement model
  thick.Ar =~ 1*thick.A
  oc.Ar =~ 1*oc.A
  tb.Ar =~ 1*tb.A
  sat.Ar =~ 1*sat.A
  esp.Ar =~ 1*esp.A
  esp.Br =~ 1*esp.B
  btr =~ 1*bt

The measurement model describes how each latent variable is measured. A latent variable can be a conceptual variable, such as soil fertility or soil degradation, that can only be measured indirectly, through one or more indicators. Although this is the most common use of latent variables, it is also possible to interpret a latent variable as the sum of the true (“real”) value of a variable and a measurement error. This is how we used the latent variable concept in this work. The variables ending with “r” are the “real” soil properties that “are measured through” (the “=~” operator) the measured property. For example, while oc.Ar is the true (unknown) organic matter content of the A horizon, oc.A is its measured value. The measured properties are preceded by “1*”, which indicates the scale of the latent variable relative to that of the measurement. In this case the scale is 1 because the observed property is a direct measurement of the latent variable.
Structural model

```
# structural model
thick.Ar ~ dem + wdist + mrvbf + vdchn + twi + river +
          slope + maxc + evim + evisd
oc.Ar ~  lstm + lstsd + evim + evisd + dem + wdist +
          mrvbf + vdchn + twi + esp.Br + esp.Ar + btr +
          thick.Ar
tb.Ar ~  evim + evisd + lstm + lstsd + dem + wdist +
          mrvbf + vdchn + twi + river + oc.Ar + btr
sat.Ar ~  evim + evisd + lstm + lstsd + dem + wdist +
          mrvbf + vdchn + twi + river + oc.Ar + btr
esp.Ar ~  lstm + lstsd + dem + wdist + mrvbf + vdchn +
          twi + river + esp.Br
esp.Br ~  lstm + lstsd + dem + wdist + mrvbf + vdchn +
          twi + river + esp.Br
btr ~    lstm + lstsd + wdist + vdchn + twi + dem +
          river + mrvbf + esp.Br + esp.Ar
```

The structural model defines the interrelationships between state variables. In this case, seven equations define the dependencies of the soil properties on other soil properties and external covariates. The coefficients of the (linear) equations are estimated in the calibration process.

Measurement error

```
# measurement error
thick.A ~~ 0.25*thick.A
oc.A ~~    0.20*oc.A
tb.A ~~    0.20*tb.A
sat.A ~~   0.20*sat.A
esp.A ~~   0.20*esp.A
esp.B ~~   0.10*esp.B
bt ~~      0.25*bt
```

In this part the measurement error variance is defined. The “~~” operator represents variance–covariance between variables. In this case, the covariances are not specified which implies that they are assumed zero. The variances are given by the numbers in front of the symbol “*”. For instance, the soil organic carbon measurement error variance is specified as 0.25.

After defining the model, it is next calibrated using a data set, as follows:

```
my_fit <- sem(model = my_model, data = my_data, estimator = "ML")
```
lavaan summary

The first part of the summary report shows the lavaan version, the number of iterations used to reach convergence, the number of observations used to calibrate the model and the estimation method, which in this case is Maximum Likelihood (ML). The p-value (Chi-square) indicates whether the difference between the model and the data is statistically significant (a low p value indicates that differences are significant).

The second part of the report shows the estimated coefficients, their standard errors, their Z-value (because the coefficients were estimated using ML) and the p-value of the estimates. Coefficients without standard error are the ones that were fixed in the model specification part. Summary information is obtained with summary(my_fit).

```
## lavaan (0.5-20) converged normally after 72 iterations
##
##  Number of observations 320
##  Estimator ML
##  Minimum Function Test Statistic 146.971
##  Degrees of freedom 31
##  P-value (Chi-square) 0.000
##
## Parameter Estimates:
##
##  Information Expected
##  Standard Errors Standard
##
##  Latent Variables:
##  thick.Ar =~ thick.A 1.000
##  oc.Ar =~ oc.A 1.000
##  tb.Ar =~ tb.A 1.000
##  sat.Ar =~ sat.A 1.000
##  esp.Ar =~ esp.A 1.000
##  esp.Br =~ esp.B 1.000
##  btr =~ bt 1.000
##
##  Regressions:
##  thick.Ar ~ dem 0.258 0.107 2.409 0.016
##  thick.Ar ~ wdist -0.062 0.061 -1.009 0.313
##  thick.Ar ~ mrvbf 0.034 0.078 0.441 0.659
```
<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>vdchn</td>
<td>0.027</td>
<td>0.072</td>
<td>0.374</td>
<td>0.708</td>
</tr>
<tr>
<td>twi</td>
<td>-0.014</td>
<td>0.070</td>
<td>-0.204</td>
<td>0.838</td>
</tr>
<tr>
<td>river</td>
<td>-0.121</td>
<td>0.102</td>
<td>-1.189</td>
<td>0.234</td>
</tr>
<tr>
<td>slope</td>
<td>0.058</td>
<td>0.080</td>
<td>0.725</td>
<td>0.469</td>
</tr>
<tr>
<td>maxc</td>
<td>-0.104</td>
<td>0.059</td>
<td>-1.766</td>
<td>0.077</td>
</tr>
<tr>
<td>evim</td>
<td>0.029</td>
<td>0.057</td>
<td>0.513</td>
<td>0.608</td>
</tr>
<tr>
<td>evisd</td>
<td>0.152</td>
<td>0.068</td>
<td>2.245</td>
<td>0.025</td>
</tr>
<tr>
<td>oc.Ar</td>
<td>~</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>lstm</td>
<td>-0.330</td>
<td>0.079</td>
<td>-4.194</td>
<td>0.000</td>
</tr>
<tr>
<td>lstsd</td>
<td>0.212</td>
<td>0.080</td>
<td>2.637</td>
<td>0.008</td>
</tr>
<tr>
<td>evim</td>
<td>-0.016</td>
<td>0.049</td>
<td>-0.326</td>
<td>0.745</td>
</tr>
<tr>
<td>evisd</td>
<td>0.198</td>
<td>0.060</td>
<td>3.307</td>
<td>0.001</td>
</tr>
<tr>
<td>dem</td>
<td>0.076</td>
<td>0.095</td>
<td>0.802</td>
<td>0.422</td>
</tr>
<tr>
<td>wdist</td>
<td>-0.069</td>
<td>0.068</td>
<td>-1.004</td>
<td>0.316</td>
</tr>
<tr>
<td>mrvbf</td>
<td>0.112</td>
<td>0.082</td>
<td>1.367</td>
<td>0.171</td>
</tr>
<tr>
<td>vdcnh</td>
<td>0.033</td>
<td>0.086</td>
<td>0.387</td>
<td>0.699</td>
</tr>
<tr>
<td>twi</td>
<td>-0.051</td>
<td>0.077</td>
<td>-0.664</td>
<td>0.507</td>
</tr>
<tr>
<td>esp.Br</td>
<td>0.943</td>
<td>0.862</td>
<td>1.094</td>
<td>0.274</td>
</tr>
<tr>
<td>esp.Ar</td>
<td>-1.374</td>
<td>0.972</td>
<td>-1.413</td>
<td>0.158</td>
</tr>
<tr>
<td>btr</td>
<td>0.160</td>
<td>0.246</td>
<td>0.652</td>
<td>0.514</td>
</tr>
<tr>
<td>thick.Ar</td>
<td>~</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>evim</td>
<td>-0.097</td>
<td>0.052</td>
<td>-1.869</td>
<td>0.062</td>
</tr>
<tr>
<td>evisd</td>
<td>0.123</td>
<td>0.065</td>
<td>1.889</td>
<td>0.059</td>
</tr>
<tr>
<td>lstm</td>
<td>0.045</td>
<td>0.082</td>
<td>0.552</td>
<td>0.581</td>
</tr>
<tr>
<td>lstsd</td>
<td>0.020</td>
<td>0.065</td>
<td>0.303</td>
<td>0.762</td>
</tr>
<tr>
<td>dem</td>
<td>-0.139</td>
<td>0.115</td>
<td>-1.203</td>
<td>0.229</td>
</tr>
<tr>
<td>wdist</td>
<td>-0.108</td>
<td>0.057</td>
<td>-1.906</td>
<td>0.057</td>
</tr>
<tr>
<td>mrvbf</td>
<td>-0.025</td>
<td>0.063</td>
<td>-0.398</td>
<td>0.690</td>
</tr>
<tr>
<td>vdcnh</td>
<td>-0.017</td>
<td>0.063</td>
<td>-0.273</td>
<td>0.785</td>
</tr>
<tr>
<td>twi</td>
<td>-0.012</td>
<td>0.062</td>
<td>-0.193</td>
<td>0.847</td>
</tr>
<tr>
<td>river</td>
<td>-0.153</td>
<td>0.132</td>
<td>-1.153</td>
<td>0.249</td>
</tr>
<tr>
<td>oc.Ar</td>
<td>0.542</td>
<td>0.081</td>
<td>6.720</td>
<td>0.000</td>
</tr>
<tr>
<td>btr</td>
<td>-0.041</td>
<td>0.086</td>
<td>-0.480</td>
<td>0.632</td>
</tr>
<tr>
<td>sat.Ar</td>
<td>~</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>evim</td>
<td>-0.003</td>
<td>0.051</td>
<td>-0.067</td>
<td>0.947</td>
</tr>
<tr>
<td>evisd</td>
<td>-0.202</td>
<td>0.063</td>
<td>-3.198</td>
<td>0.001</td>
</tr>
<tr>
<td>lstm</td>
<td>-0.171</td>
<td>0.078</td>
<td>-2.184</td>
<td>0.029</td>
</tr>
<tr>
<td>lstsd</td>
<td>0.083</td>
<td>0.062</td>
<td>1.346</td>
<td>0.178</td>
</tr>
<tr>
<td>dem</td>
<td>-0.020</td>
<td>0.112</td>
<td>-0.181</td>
<td>0.857</td>
</tr>
<tr>
<td>wdist</td>
<td>0.111</td>
<td>0.055</td>
<td>2.005</td>
<td>0.045</td>
</tr>
<tr>
<td>mrvbf</td>
<td>-0.008</td>
<td>0.061</td>
<td>-0.127</td>
<td>0.899</td>
</tr>
<tr>
<td>vdcnh</td>
<td>0.013</td>
<td>0.061</td>
<td>0.222</td>
<td>0.825</td>
</tr>
<tr>
<td>twi</td>
<td>0.086</td>
<td>0.060</td>
<td>1.431</td>
<td>0.152</td>
</tr>
<tr>
<td>river</td>
<td>0.255</td>
<td>0.119</td>
<td>2.152</td>
<td>0.031</td>
</tr>
<tr>
<td>tb.Ar</td>
<td>0.934</td>
<td>0.086</td>
<td>10.880</td>
<td>0.000</td>
</tr>
<tr>
<td>oc.Ar</td>
<td>-0.737</td>
<td>0.097</td>
<td>-7.634</td>
<td>0.000</td>
</tr>
<tr>
<td>esp.Ar</td>
<td>~</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>lstm</td>
<td>0.052</td>
<td>0.047</td>
<td>1.097</td>
<td>0.273</td>
</tr>
<tr>
<td>lstsd</td>
<td>0.043</td>
<td>0.043</td>
<td>1.008</td>
<td>0.313</td>
</tr>
<tr>
<td>dem</td>
<td>0.007</td>
<td>0.070</td>
<td>0.095</td>
<td>0.925</td>
</tr>
<tr>
<td>wdist</td>
<td>-0.004</td>
<td>0.037</td>
<td>-0.117</td>
<td>0.907</td>
</tr>
<tr>
<td>mrvbf</td>
<td>0.044</td>
<td>0.042</td>
<td>1.049</td>
<td>0.294</td>
</tr>
<tr>
<td>vdcnh</td>
<td>0.037</td>
<td>0.043</td>
<td>0.869</td>
<td>0.385</td>
</tr>
<tr>
<td>twi</td>
<td>-0.025</td>
<td>0.041</td>
<td>-0.623</td>
<td>0.533</td>
</tr>
<tr>
<td>river</td>
<td>-0.064</td>
<td>0.073</td>
<td>-0.886</td>
<td>0.376</td>
</tr>
</tbody>
</table>
## Chapter 2. Mapping the soils of an Argentine Pampas region using SEM

|          | Estimate | Std. Err | Z-value | P(>|z|) |
|----------|----------|----------|---------|---------|
| esp.Br   | 0.905    | 0.045    | 20.228  | 0.000   |
| lstm     | -0.087   | 0.072    | -1.212  | 0.226   |
| lstsd    | 0.295    | 0.060    | 4.924   | 0.000   |
| dem      | -0.156   | 0.110    | -1.419  | 0.156   |
| wdist    | -0.023   | 0.055    | -0.426  | 0.670   |
| mrvbf    | -0.258   | 0.060    | -4.331  | 0.000   |
| vdchn    | -0.261   | 0.061    | -4.297  | 0.000   |
| twi      | 0.211    | 0.058    | 3.623   | 0.000   |
| river    | 0.139    | 0.119    | 1.166   | 0.244   |
| btr      | -0.134   | 0.097    | -1.375  | 0.169   |
| lstm     | 0.002    | 0.089    | 0.027   | 0.978   |
| lstsd    | 0.030    | 0.075    | 0.406   | 0.685   |
| wdist    | -0.109   | 0.090    | -1.218  | 0.223   |
| twi      | 0.007    | 0.084    | 0.083   | 0.933   |
| dem      | 0.093    | 0.142    | 0.653   | 0.514   |
| river    | -0.478   | 0.164    | -2.921  | 0.003   |
| mrvbf    | -0.033   | 0.090    | -0.362  | 0.717   |
| esp.Br   | -1.460   | 0.665    | -2.195  | 0.028   |
| esp.Ar   | 1.799    | 0.707    | 2.544   | 0.011   |

## Variances:

|          | Estimate | Std. Err | Z-value | P(>|z|) |
|----------|----------|----------|---------|---------|
| thick.A  | 0.250    |          |         |         |
| oc.A     | 0.200    |          |         |         |
| tb.A     | 0.200    |          |         |         |
| sat.A    | 0.200    |          |         |         |
| esp.A    | 0.200    |          |         |         |
| esp.B    | 0.100    |          |         |         |
| bt       | 0.250    |          |         |         |
| thick.Ar | 0.679    | 0.073    | 9.245   | 0.000   |
| oc.Ar    | 0.425    | 0.079    | 5.370   | 0.000   |
| tb.Ar    | 0.515    | 0.061    | 8.443   | 0.000   |
| sat.Ar   | 0.241    | 0.057    | 4.239   | 0.000   |
| esp.Ar   | 0.061    | 0.026    | 2.326   | 0.020   |
| esp.Br   | 0.639    | 0.058    | 10.937  | 0.000   |
| btr      | 0.249    | 0.097    | 2.568   | 0.010   |
Appendix: lavaan syntax
In a previous study we introduced structural equation modelling (SEM) for digital soil mapping in the Argentine Pampas. An attractive property of SEM is that it incorporates pedological knowledge explicitly through a mathematical implementation of a conceptual model. Many soil processes operate within the soil profile, therefore, SEM might be suitable for simultaneous prediction of soil properties for multiple soil layers. In this way, relations between soil properties in different horizons can be included that might result in more consistent predictions. The objectives of this study were therefore to apply SEM for multi-layer and multivariate soil mapping, and to test SEM functionality for suggestions to improve the modelling. We applied SEM to model and predict the lateral and vertical distribution of the cation exchange capacity (CEC), organic carbon (OC) and clay content of three major soil horizons, A, B and C, for a 23,000-km² region in the Argentine Pampas. We developed a conceptual model based on pedological hypotheses. Next, we derived a mathematical model and calibrated it with environmental covariates and soil data from 320 soil profiles. Cross-validation of predicted soil properties showed that SEM explained only marginally more of the variance than a linear regression model. However, assessment of the covariation showed that SEM reproduces the covariance between variables much more accurately than linear regression. The main conclusion of this study was that SEM can be used to predict several soil properties in multiple layers by considering the interrelations between soil properties and layers.

Based on:
3.1. Introduction

Many environmental and agro-economic activities require accurate information about the spatial distribution of soil types and properties. This information is being generated increasingly through digital soil mapping (DSM) techniques (Minasny and McBratney, 2016). They are largely data-driven and make use of empirically established relations between soil and landscape properties and exploit spatial correlation in soil properties. Soil properties are typically modelled and predicted individually, and for different horizons or depth layers separately. This might result in unrealistic or inconsistent predictions because interrelations between soil properties are not taken into account. For example, if soil organic carbon (SOC) is predicted layer by layer, the resulting predicted SOC profiles might be physically unrealistic. If SOC and soil organic nitrogen are predicted separately, the resulting maps might produce implausible C:N ratios (Heuvelink et al., 2016). Although the accuracy of the individual maps might be acceptable, the consistency of the predictions between several soil properties and between layers might fail to meet required standards and possibly impair subsequent analyses.

The problem of inconsistency between multiple spatial predictions is not new to soil science or to other fields. There are many techniques that can deal with the simultaneous prediction of several dependent variables, such as cokriging (Webster and Oliver, 2007), factorial kriging (Goovaerts, 1992) and regression cokriging (Orton et al., 2014; Heuvelink et al., 2016). These geostatistical methods model the spatial interrelations explicitly among several soil properties, but the modelling becomes cumbersome as the number of variables increases. Multivariate linear regression, partial least squares regression and multivariate machine-learning algorithms have also been used to predict multiple dependent variables simultaneously (e.g. Viscarra Rossel et al., 2006; Xu et al., 2013). These methods are useful for predicting many dependent variables simultaneously, but they are empirical and lead to complex models that are difficult to interpret. As a result they cannot be used easily for extrapolation and provide little insight into cause and effect relations.

Mechanistic models also predict multiple soil and landscape properties simultaneously (Opolot et al., 2015; Temme and Vanwalleghem, 2016). Their advantage is that they are based on mechanistic principles, which fosters extrapolation and aids understanding of physical, chemical and biological processes. These dynamic models are unfortunately often very complex. Apart from large uncertainties in the model inputs and parameters, model structural uncertainty can also be large.

Recently, we proposed structural equation modelling (SEM) as a compromise between empirical and mechanistic approaches for soil spatial prediction (Chapter 2).
3.2. Materials and methods

It is designed specifically for modelling cause and effect interrelations and can include dependencies between dependent variables (Bollen, 1989). It has been applied extensively in ecology (Grace et al., 2012). It can be considered a semi-mechanistic approach because the starting point of model formulation is a mechanistic conceptual model, although calibration relies predominately on empirical approaches and the model cannot describe dynamic processes explicitly (Grace et al., 2012). In a previous study (Chapter 2), we demonstrated that it is possible to include interrelations between soil properties in the modelling process. In a case study we predicted in 2-D for an area in the Argentine Pampas with SEM. In addition, SEM also seems suitable for multiple layer soil prediction because it can represent vertical processes through implementation of a conceptual model, and relations between soil properties at different depths or horizons can be included. In Chapter 2 we did not explore more advanced SEM techniques that can improve model performance, one of which is that SEM can be used in an exploratory way to detect additional relations that could be included in the conceptual model (Grace et al., 2012). This might improve the predictive power and help to increase understanding of the system and develop new theories.

The objectives of this study were to apply SEM for multi-layer and multivariate soil mapping and test the functionality of SEM for suggested model improvement. We apply SEM to model and predict the cation exchange capacity, organic carbon and clay content of three major soil horizons, A, B and C, in an area of the Argentine Pampas. We validate the resulting maps with cross-validation of the prediction accuracy and the accuracy with which the covariation among different soil properties and among the same soil property for different layers is represented.

3.2. Materials and methods

3.2.1. Study area

The study area covers about 23 000 km² in the Argentine Pampas between 35° 00' S – 33° 17' S and 58° 55' W – 61° 21' W (Fig. 3.1). Before cultivation this was a grassland plains region formed by aeolian sediments consisting of loess and loess-like materials. The main soil types are Typic and Vertic Argiudolls (Soil Survey Staff, 2014) (Phaeozems in WRB classification (IUSS Working Group World Reference Base, 2006)) in association with Natracuolls and Natracualf-es (Solonetz in WRB classification) (Morrás and Moretti, 2016). In spite of its apparent homogeneity, the loess is derived from several sources that affect the soil chemical and physical properties (Morrás and Moretti, 2016).
Annual precipitation ranges between 900 and 1000 mm. Rain is deficient in the summer and in excess in winter. Average summer temperature is 23°C and the average is 10°C in winter. Under this climate, land use has changed from native grassland to mainly arable land in the past century.

**Figure 3.1:** Extent of the study area and locations of soil profiles used for calibration and cross-validation.

**Figure 3.2:** Graphs of the median of cation exchange capacity (CEC), organic carbon (OC) and clay (Clay), as a function of depth; the grey area represents the 50% envelope between the 25th and 75th quantiles. Frequency of occurrence of each horizon type as a function of depth (Horizons).
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3.2.2. Soil data

The region was surveyed during the 1960s and 1970s. Data were extracted from 344 profiles of the soil information system of the Argentine National Institute of Agricultural Technology (INTA, 2015). Fig. 3.1 shows the sampling locations.

We selected three soil properties: percentage of soil organic carbon (OC mass percentage), clay content (mass percentage) and cation exchange capacity (CEC in cmol$_e$ kg$^{-1}$ soil) that we model for three major soil horizons: A, B and C. The original soil horizons were grouped as follows:

- A horizon: A1 and Ap or any subdivision of these (e.g. Ap1, Ap2),
- B horizon: B2, Bt, Bn or any subdivision of these and
- C horizon: usually represented as C, C2, R or X.

We did not include transitional horizons, such as AB, BA or BC. Fig. 3.2 shows the frequency of occurrence of the horizons and the distribution of the soil properties down the profile. Note that most A horizons occur above 50-cm depth, whereas the C horizon generally starts at 100-cm depth or deeper. Fig. 3.3 shows the correlations among soil properties and horizons. More detailed information about the soil data are provided in Chapter 2.

3.2.3. External factors

Table 3.1 summarises the external factors used in the modelling process. The main sources of information included the following. The Shuttle Radar Topography Mission (SRTM) digital elevation model (DEM) was pre-processed to reduce artefacts and striping noise, and then used to derive the external terrain factors listed in Table 3.1.

Enhanced vegetation index (EVI [MOD13Q1]) and land-surface temperature and emissivity (LST [MOD11A2]) were taken from MODIS$^1$. The standard deviation of a fifteen-year monthly time series from March 2000 to December 2014 was calculated per pixel for EVI, which represents land cover dynamics. The mean value of LST was computed for the same period as an indicator of mean soil temperature, which

---

$^1$moderate-resolution imaging spectroradiometer; the MOD13Q1, MCD43A4 and MOD11A2 were retrieved from the online Reverb/ECHO tool http://reverb.echo.nasa.gov/reverb/, courtesy of the NASA EOSDIS Land Processes Distributed Active Archive Center [LP DAAC], USGS/Earth Resources Observation and Science [EROS] Center, Sioux Falls, South Dakota, USA. http://lpdaac.usgs.gov
Figure 3.3: Correlation graph of soil properties by horizons. The upper right triangle shows the correlation between properties, the diagonal presents the histograms of the properties and the lower left triangle the scatter plots. Soil properties are abbreviated such that the name of the soil property is followed by the horizon name and separated by a dot, so that Clay.A represents the clay percentage in horizon A, Clay.B is the clay percentage in horizon B, and so on.

depends on soil texture, among other factors. We also computed the normalised difference of water index (NDWI) from MODIS MCD43A4 (Poggio et al., 2013) by averaging time series imagery for the periods 17 January to 26 February (late summer) and 8 October to 11 November (mid-spring) 2000–2015. These two periods were selected because of the large contrast in vegetation intensity between them. The NDWI represents seasonal vegetation dynamics of arable land and lowland. Finally, we generated an image of distance to the Paraná River, which can be considered to represent parent material (Morrás and Moretti, 2016). All variables were standardized by subtracting their mean and dividing by their standard deviation.
### Table 3.1: External factors

<table>
<thead>
<tr>
<th>Factor</th>
<th>Description</th>
<th>Source</th>
<th>Resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td>Mean of 14 years of daytime 8-day land-surface temperature</td>
<td>Terra/MODIS, product MOD11A2.</td>
<td>1000 m</td>
</tr>
<tr>
<td>EVISD</td>
<td>Standard deviation of 14 years of enhanced vegetation index (EVI) 16 days</td>
<td>Terra/MODIS, product MOD13Q1</td>
<td>250 m</td>
</tr>
<tr>
<td>NDWI.A</td>
<td>Normalised difference water index (NDWI) bands NIR (~850 nm) and SWIR (~1240 nm). Summer season.</td>
<td>MODIS product MCD43A4</td>
<td>500 m</td>
</tr>
<tr>
<td>NDWI.B</td>
<td>Normalised difference water index (NDWI) bands NIR (~850 nm) and SWIR (~1240 nm). Spring season.</td>
<td>MODIS product MCD43A4</td>
<td>500 m</td>
</tr>
<tr>
<td>DEM</td>
<td>Altitude (metres)</td>
<td>SRTM</td>
<td>30 m</td>
</tr>
<tr>
<td>VDCHN</td>
<td>Vertical distance to channel network (metres)</td>
<td>SRTM</td>
<td>30 m</td>
</tr>
<tr>
<td>TWI</td>
<td>Terrain wetness index</td>
<td>SRTM</td>
<td>30 m</td>
</tr>
<tr>
<td>RIVER</td>
<td>Distance to Paraná river (metres)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LAT</td>
<td>Latitude of plain coordinates (metres)</td>
<td>–</td>
<td>30 m</td>
</tr>
<tr>
<td>LON</td>
<td>Longitude of plain coordinates (metres)</td>
<td>–</td>
<td>30 m</td>
</tr>
</tbody>
</table>

#### 3.2.4. Modelling framework

To formulate, apply and evaluate an SE model we divided the modelling process into seven steps (Fig. 3.4):

1. **Conceptual model**: a conceptual model identifies the mechanistic processes that explain the functioning of a system. Its development means it is necessary to consider the (hypothesized) physical, chemical and biological laws that define the system. One has to link concepts to system variables and explain the main relations among these.

2. **Graphical model**: the conceptual model becomes more specific in a graphical model that defines the type of variables included, such as observed, latent or composite variables (Grace et al., 2012). Arrows have to be identified that represent cause and effect relations between the variables.
3. **Mathematical model**: the mathematical model automatically follows from the graphical model. It includes three basic equations (Bollen, 1989):

\[ x = \Lambda \xi + \delta \] (3.1)

\[ y = K \eta + \epsilon \] (3.2)

\[ \eta = B \eta + \Gamma \xi + \zeta \] (3.3)

where \( x \) is a vector of \( q \) observed exogenous variables (i.e. external factors), \( y \) is a vector of \( p \) observed endogenous variables (i.e. soil properties), \( \xi \) and \( \eta \) are vectors of \( n \) latent exogenous and \( m \) endogenous variables, \( \Lambda \) and \( K \) are \( q \times n \) and \( p \times m \) coefficient matrices that link observed to latent variables, \( \delta \) and \( \epsilon \) are vectors of measurement errors of length \( q \) and \( p \), respectively (mutually independent and zero-mean normal deviates), \( B \) and \( \Gamma \) are \( m \times m \) and \( m \times n \) coefficient matrices of endogenous and exogenous relations and \( \zeta \) is vector of length \( m \) of model error for variable \( \eta \). Note that the diagonal elements of \( B \) are forced to zero so that soil properties cannot depend on themselves. Eqns. 3.1 and 3.2 define the measurement model, whereas Eq. 3.3 corresponds to the structural model. Three more terms complete the mathematical model, \( \Psi \) is the \( m \times m \) variance–covariance matrix of \( \zeta \), the off-diagonal elements of which represent relations between latent endogenous variables that cannot be explained by other means. The terms \( \Theta_{\delta} \) and \( \Theta_{\epsilon} \) are \( q \times q \) and \( p \times p \) variance–covariance matrices of \( \delta \) and \( \epsilon \).

4. **Model calibration and evaluation**: these comprise a comparison of the variance–covariance matrix of the data, denoted by \( S \), with the model-implied variance–covariance matrix \( \Sigma(\Theta) \), which is written as a function of \( \Theta \), where \( \Theta \) represents all model parameters (\( B, \Gamma, K, \Lambda, \Psi, \Theta_{\delta} \) and \( \Theta_{\epsilon} \)). The model parameters are generally estimated by maximum likelihood (ML). Model evaluation also includes a close examination of estimated coefficients to determine whether their signs are coherent with the conceptual model and their magnitude agrees with what might rationally be expected (Bollen, 1989).

5. **Model respecification**: conceptual models typically do not take into account all relations of complex systems such as the soil system. Models are kept deliberately simple, and knowledge about system functioning is often limited. There could also be alternative conceptual models. For these reasons, conceptual models might be misspecified. Misspecification might be detected partly by
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Figure 3.4: Steps in structural equation modelling (SEM) for spatial prediction of soil properties.

SEM, requiring a modification of the model.

6. Spatial Prediction: prediction in classical SEM applications refers to predicting the scores of the latent variables (Rosseel, 2012). Here we are interested in using the calibrated equations to predict the dependent variables from the measured independent variables. The solution is derived from Eqns. 3.1 and 3.3 (Section 2.2.5):

$$\hat{\eta} = (I - B)^{-1}\Gamma\Lambda^{-1}x$$  (3.4)

Note that the dependent variables are predicted from independent variables only, even though they depend on other dependent variables. The prediction error variance can also be computed (Eq. 2.5).

7. Model accuracy and covariation assessment: in this final step the prediction maps are evaluated in terms of their accuracy and covariation among predicted soil properties.

In this study, we applied the seven steps above to model and predict the cation exchange capacity (CEC) and its two main controlling factors, soil organic carbon (OC) and clay content. Most of the steps above have been explained in detail in Chapter 2, except for steps 4, 5 and 7. These are given in more detail below.

3.2.5. Model calibration and evaluation

Measures of overall fit aim to assess the validity of the calibrated model. There is not a single measure, however, that can assess the model-fitting completely and for
this reason several statistics have been developed (Kline, 2015). Most overall fitting measures are based on a comparison of the sample variance–covariance matrix $S$ and the model-implied variance–covariance matrix $\Sigma(\theta)$. Matrix $S$ is computed directly from the observations of the endogenous variables, whereas $\Sigma(\theta)$ follows from Eqns. 3.1 to 3.4:

$$
\Sigma(\theta) = (I - B)^{-1} \left( \Gamma \Phi \Gamma^T + \Psi \right) \left( (I - B)^{-1} \right)^T + \Theta_\varepsilon
$$

(3.5)

where $\Phi$ is the $n \times n$ variance–covariance matrix of $\xi$, computed from the observations of exogenous variables. Note that use of $\Phi$ effectively means that the exogenous variables are treated as random effects in Eq. 3.3. This is required because variation in the exogenous variables is also incorporated in the calculation of $S$. It must then also be included in $\Sigma(\theta)$ to make the comparison valid. Note also that we made the simplifying assumptions $\Lambda = K = I$ and $\Theta_\delta = 0$. Note that the latter assumption implies that the vector of covariates $x$ becomes deterministic. These assumptions apply to this soil mapping example, but the methodology also applies more generally (e.g. Bollen, 1989, Chapter 8).

The simplest way to assess overall model performance would be by computing the difference between $S$ and $\Sigma(\theta)$. The standardized root mean-square residual (SRMR) is the standardized average of the absolute differences between $S$ and $\Sigma(\theta)$, which operates on the correlation matrices instead of the covariance matrices (Kline, 2015). Another measure that is frequently used is goodness of fit (GFI), which is analogous to the coefficient of determination used in linear regression. It measures the amount of variance and covariance in the data that is explained by the model (Jöreskog and Sörbom, 1981; Bollen, 1989).

Model validity measures are also often used in SEM, such as the comparative fit index (CFI), among others. The CFI was developed by Bentler (1990) to estimate the overall model fit when the sample size is small. This index compares the chi-square ($\chi^2$) value of the model with the $\chi^2$ value of a so-called baseline model. The baseline is the simplest model, where $B$ and $\Gamma$ are zero (no cause and effect relations), there are no latent variables and correlation between observed variables is zero. The diagonal matrix $\Phi$ (variance of $x$) contains free parameters only. The CFI measures how much better the selected model is than the baseline model, where zero means no improvement and one means a perfect fit. The SEM literature suggests a CFI cutoff value of 0.95, although it is case-dependent (Marsh et al., 2004). In addition to these measures, we computed the model $R^2$. 
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3.2.6. Model respecification

Often, our knowledge about system functioning is limited, or the variables that we wish to observe are difficult to measure such as soil-forming process variables for which we often have only proxies. Lack of knowledge on soil-forming processes means that we might not know which cause and effect relations to include in the graphical model. Misspecification of a model might result from inclusion or exclusion of relations in a model. Respecification, or modification of the model, might solve this problem by a knowledge-based and or empirical approach (Bollen, 1989). The first develops alternative approaches that conform to our knowledge, whereas the second uses algorithms to obtain “suggestions” that may help to improve the model. Here we focus on the empirical approach, also referred to as exploratory analysis in SEM literature.

Exploratory analysis involves adding or removing a new parameter (new relation between two properties), and subsequently checking whether this improves test statistics for model fitting. This stage has been automated in SEM modelling using different tests such as the Lagrange multiplier (Bentler, 1990), a \( \chi^2 \)-test with one degree of freedom. This test estimates how much \( \chi^2 \) decreases if one of the model restrictions is released, i.e. if a relation not yet part of the model is included (Kline, 2015). The test reports a modification index (MI) for every possible parameter (arrow in the graphical model) that can be added to the model, analogous to the approach used in stepwise regression. In this study we checked for modifications in B, \( \Gamma \) and \( \Psi \) only, i.e. which endogenous variables depend on other endogenous and exogenous variables, and on the covariance of system noise between endogenous variables.

3.2.7. Model accuracy and assessment of covariation

In Chapter 2, we determined the accuracy of the individual soil maps through common measures. Covariation among predicted variables, which measures how correlations between dependent variables are reproduced by the model, is not taken into consideration by these conventional accuracy metrics. Although some studies have addressed the issue (e.g. Orton et al., 2014), models with multivariate outcomes in DSM have not used covariation in this way.

We assess accuracy by leave-one-out cross-validation, in which the model parameters were re-estimated each time. We quantified prediction bias with the mean error (ME) and overall accuracy with the root mean squared error (RMSE). The prediction power was estimated by the amount of variance explained (AVE), also known as the...
Nash–Sutcliffe efficiency (Krause et al., 2005). It is defined as:

$$AVE = 1 - \frac{\sum_i^n (y_i - \hat{y})^2}{\sum_i^n (y_i - \bar{y})^2}$$ (3.6)

where \(y_i\) is the \(i\)-th measurement of the target variable, \(\hat{y}\) is the corresponding predicted value, \(\bar{y}\) is the mean and \(n\) is the number of observations.

We compute the mean (\(\bar{\theta}\)) and median (\(\tilde{\theta}\)) standardized squared prediction error proposed by Lark (2000) as an indicator of correct assessment of map uncertainty. Apart from these measures, we computed a measure for the preservation of the relations among soil properties. Following the rationale of SEM, we compare the correlation matrix of measured soil properties with the predicted correlation matrix. These matrices are standardized versions of the observation covariance matrix \(S\) and the model-induced covariance matrix \(\Sigma(\theta)\). From their difference, a correlation difference matrix can be obtained. The SRMR measure may then be used as a summary measure of how well covariation is reproduced in the model predictions.

For comparison, we also fitted multiple linear regression (MLR) models to predict OC, clay content and CEC for the three horizons individually with the same covariates as used in SEM. For these models we computed the cross-validation statistics and assessed the preservation of covariation through the standardized \(\Sigma(\theta)_{MLR}\). We compared this with the correlation matrix of the observations and computed the SRMR_{MLR}.

### 3.3. Results

#### 3.3.1. Conceptual model

Cation exchange capacity is determined by the sum of the CEC of each individual colloid in the soil. Sources of colloids in the soil are clay and humus particles. The smaller is the particle the larger is its surface to adsorb cations (Brady and Weil, 2014).

The soil of the study area has small amounts of OC: one to three percent in A horizons, and typically less than one percent in B and C horizons (Fig. 3.2). The amount of OC in the C horizon can be considered negligible and therefore we assume that it does not affect the CEC in this horizon.

One of the main causes of soil spatial variation in the study area is parent material. Particle-size distribution shows a coarse to fine gradient from south-west to
north-east. The loess deposits have been reworked by aeolian and fluvial processes (Morrás and Moretti, 2016). Rain and subsequent water infiltration caused argillu-
viation, which is considered one of the dominant and most extensive soil-forming processes in the area. Consequently, the B horizons generally have more clay than A and C horizons (Fig. 3.2). Areas with different patterns of water flow might have different redistributions of clay in the soil profile. Therefore, the spatial and vertical distribution of clay content depends mainly on the initial amount and type of clay in the parent material, the climate and the relief.

The accumulation of organic matter is another predominant process in the area; organic carbon accumulates mainly in the top layer and can be redistributed to deeper

Figure 3.5: Graphical model. Grey continuous lines represent the theoretical relation between soil-forming factors and external factors. Black continuous arrows are cause and effect links. Black dashed arrows are expected correlations between system errors. External factors are described in Table 1. Soil system variables are abbreviated such that the name of the soil property is followed by the horizon name and separated by a dot, so that Clay.A represents the clay percentage in horizon A, Clay.B is the clay percentage in horizon B, and so on. OC is organic carbon and CEC is cation exchange capacity.
layers by eluviation and pedoturbation. Organic matter accumulation depends on climate and relief, which control temperature and availability of water, land cover which determines organic matter supply, water infiltration, time and other soil conditions, such as texture and pH (Brady and Weil, 2014).

Another factor that controls CEC is pH. For reasons of simplicity we did not consider pH in the conceptual model.

3.3.2. Graphical and mathematical model

The conceptual model, which characterises the main forces and processes that control the distribution of CEC, clay and OC, was transformed into a graphical model (Fig. 3.5). Fig. 3.6 shows the variables and model coefficients that have to be estimated from this model. All coefficients are elements of the matrices involved in the definition of the mathematical model. Let us first consider the measurement model (Eqns. 3.1 and 3.2) which comprises the matrices $\Lambda$, $K$, $\Theta_{\delta}$ and $\Theta_{\varepsilon}$. We assumed that the external factors are observed deterministic variables, therefore, $\Lambda$ is an identity matrix and $\Theta_{\delta}$ is zero. As a result, $\xi$ is equal to $x$. The matrix $K$ is also an identity matrix because we assume direct measurement of each soil property, involving only random measurement errors characterised by $\Theta_{\varepsilon}$. The diagonal elements of $\Theta_{\varepsilon}$ comprise the (known) measurement error variances of each soil property determined with data from an inter-laboratory comparison study (WEPAL, 2015).

Second, the structural model Eq. 3.3 is defined by $\Gamma$, $B$ and $\Psi$. The elements of these matrices have a non-zero value only if there are corresponding arrows in the graphical model. Thus, we obtain:

$$\Gamma = \begin{bmatrix}
\gamma_{11} & \gamma_{12} & 0 & \gamma_{14} & 0 & 0 & 0 & 0 & 0 & 0 \\
\gamma_{21} & \gamma_{22} & \gamma_{23} & 0 & 0 & \gamma_{26} & 0 & 0 & 0 & 0 \\
0 & \gamma_{32} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\gamma_{41} & 0 & 0 & \gamma_{44} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \gamma_{54} & \gamma_{55} & \gamma_{56} & \gamma_{57} & 0 & \gamma_{59} & 0 \\
0 & 0 & 0 & 0 & \gamma_{66} & \gamma_{67} & \gamma_{68} & \gamma_{69} & \gamma_{610} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix} \quad (3.7)
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\[ B = \begin{bmatrix}
0 & 0 & 0 & \beta_{14} & 0 & 0 & 0 & 0 & 0 \\
\beta_{21} & 0 & 0 & 0 & \beta_{25} & 0 & 0 & 0 & 0 \\
0 & \beta_{32} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \beta_{46} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \beta_{54} & \beta_{56} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\beta_{71} & 0 & 0 & \beta_{74} & 0 & 0 & 0 & 0 & 0 \\
0 & \beta_{82} & 0 & 0 & \beta_{85} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \beta_{96} & 0 & 0 & 0
\end{bmatrix} \tag{3.8} \]

\[ \Psi = \begin{bmatrix}
\psi_{11} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \psi_{22} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \psi_{33} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \psi_{44} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \psi_{55} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \psi_{66} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \psi_{77} & \psi_{78} & \psi_{79} \\
0 & 0 & 0 & 0 & 0 & 0 & \psi_{87} & \psi_{88} & \psi_{89} \\
0 & 0 & 0 & 0 & 0 & 0 & \psi_{97} & \psi_{98} & \psi_{99}
\end{bmatrix} \tag{3.9} \]

For example, \( \gamma_{12} \) refers to the arrow in Fig. 3.6 that models the effect of external factor \( \xi_2 \) (the standard deviation of the enhanced vegetation index, EVISD) to \( \eta_1 \) (the organic carbon of horizon A, OC.Ar). \( \beta_{54} \) represents the effect of \( \eta_4 \) (the clay percentage of horizon A, Clay.Ar) to \( \eta_5 \) (the clay percentage of horizon B, Clay.Br). (Letter “r” at the end of variable names refers to the true value of soil properties [e.g. OC.A] is the observed organic carbon of the A horizon, OC.Ar is the true [“real”] OC of the A horizon). Matrix \( \Psi \) has the variances of the structural errors on its diagonal, and allows for non-zero covariance between the CEC structural errors. It is a symmetric matrix, i.e. \( \psi_{ij} = \psi_{ji} \) for all \( i \) and \( j \).

3.3.3. Model calibration and evaluation

The model was fitted with the \texttt{lavaan} package \citep{rosseel2012}. After calibration, the measures of model fit were CFI = 0.92, SRMR = 0.043 and GFI= 0.93 (Table 3.2, step 0). The CFI and \( p \) values suggest that there might be some important relations that have not been considered in the model specification. Therefore, we analysed the coefficients and did an exploratory respecification analysis that provides suggestions of what can be included in the model.
Figure 3.6: Graphical model with parameters. Thick continuous arrows represent $B$ and $\Gamma$ matrices, thin continuous arrows represent $K$, $\Psi$ and $\Theta_e$ matrices, and dashed double-headed arrows represent the model error correlations. External factors (grey boxes) are described in Table 3.1. Soil system variables (coloured boxes) are abbreviated such that the name of the soil property is followed by the horizon name and separated by a dot, so that Clay.A represents the clay percentage in horizon A, Clay.B is the clay percentage in horizon B, and so on. OC is organic carbon and CEC is cation exchange capacity. Letter “r” at the end of variable names refers to the true value of soil properties (e.g. OC.A is the observed organic carbon of the A horizon; OC.Ar is the true (“real”) OC of the A horizon).

3.3.4. Model respecification

The first modification of the original model was based on the analysis of its parameters. The coefficient $\gamma_{82}$ (which linked OC.Br to CEC.Br in Fig. 3.6 was negative. We forced it to be positive, but because this caused convergence problems we decided to remove this link. Next, Clay.Cr and Clay.Br were affected by LAT ($\gamma_{69}$, $\gamma_{59}$). We expected a positive effect from LAT (latitude) on both soil properties, but because of interaction between LON (longitude) and RIVER (distance to the Paraná river), the coefficients were positive in one link and negative in another. We decided to remove these also (even though they were significant) and replace them with an effect
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from RIVER on soil properties ($\gamma_{67}$, $\gamma_{57}$). After these modifications we obtained new measures of model fit (Table 3.2, step 1).

Next, we applied an exploratory analysis to respecify the model. We checked suggestions for additional links between external factors and both clay and OC ($\gamma$ coefficients) with MI, which is a univariate test and new links have to be included one by one. Table 3.3 lists the first group of suggestions that were included (step 2). These modifications improved all measures (Table 3.2, step 2). There were additional relations between soil properties and also several proposed links between CEC and external factors (of all three horizons). Although we know that these are not direct cause and effect relations, they might be caused by intermediate soil properties that were not included in the system, such as pH. Therefore, we decided to include these suggestions (step 3, Table 3.3). The measures of fit show a large improvement with CFI and GFI close to one (Table 3.2, step 3).

Finally, we included suggestions for the residual variance–covariance (Table 3.3, step 4, operator “~”) between soil properties because we know that there may be correlation among these that was not identified by the cause and effect relations. Note that the CEC of the A horizon has a positive residual covariance with clay of the B and C horizons, which means that large (small) residuals in CEC.Ar also tend to have large (small) residuals in Clay.Br and Clay.Cr. This might be caused by hidden factors, such as pH and parent material. A similar effect occurs between OC and clay of the C horizon. In this case, depth of the C horizon could account for correlations between the residual errors because it has larger (smaller) clay and OC contents when the upper boundary is closer to (further from) the soil surface. The last modification of the respecification step is to include the residual covariance between CEC of the C horizon with clay of the A horizon, which could also be related to parent material. After this, the measures of fit were acceptable, and we continued with this model (Table 3.2, step 4).

Table 3.2: Changes in model-fitting measures after every respecification step.

<table>
<thead>
<tr>
<th>Step</th>
<th>$\chi^2$</th>
<th>df</th>
<th>$p$ value</th>
<th>CFI</th>
<th>GFI</th>
<th>SRMR</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>228.4</td>
<td>91</td>
<td>0.000</td>
<td>0.916</td>
<td>0.926</td>
<td>0.043</td>
</tr>
<tr>
<td>1</td>
<td>239.5</td>
<td>94</td>
<td>0.000</td>
<td>0.911</td>
<td>0.924</td>
<td>0.040</td>
</tr>
<tr>
<td>2</td>
<td>183.1</td>
<td>86</td>
<td>0.000</td>
<td>0.941</td>
<td>0.942</td>
<td>0.035</td>
</tr>
<tr>
<td>3</td>
<td>127.3</td>
<td>81</td>
<td>0.001</td>
<td>0.972</td>
<td>0.960</td>
<td>0.030</td>
</tr>
<tr>
<td>4</td>
<td>90.9</td>
<td>77</td>
<td>0.133</td>
<td>0.992</td>
<td>0.971</td>
<td>0.024</td>
</tr>
</tbody>
</table>

df, degrees of freedom; CFI, comparative fit index; GFI, goodness of fit; SRMR, standardized root mean-square residual.
Figure 3.7: Final graphical fitted model. Arrow thickness represents the magnitude of coefficients and their colour is the sign. Black arrows represent elements of $K$, $\Psi$ and $\Theta_\varepsilon$ matrices. Dashed arrows represent model error correlations. Bold italic numbers are significant estimates ($P$ - value $< 0.05$), bold non-italic numbers are fixed coefficients and non-bold non-italic numbers are non-significant estimates. Note that all variables were standardized prior to modelling.
### Table 3.3: List of suggestions given by lavaan package.

<table>
<thead>
<tr>
<th>Step</th>
<th>Variable</th>
<th>Operator</th>
<th>Variable</th>
<th>MI</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>OC.Ar</td>
<td>~</td>
<td>LAT</td>
<td>9.09</td>
</tr>
<tr>
<td></td>
<td>Clay.Ar</td>
<td>~</td>
<td>LON</td>
<td>7.66</td>
</tr>
<tr>
<td></td>
<td>OC.Ar</td>
<td>~</td>
<td>DEM</td>
<td>6.89</td>
</tr>
<tr>
<td></td>
<td>Clay.Br</td>
<td>~</td>
<td>LON</td>
<td>5.39</td>
</tr>
<tr>
<td></td>
<td>Clay.Br</td>
<td>~</td>
<td>DEM</td>
<td>9.65</td>
</tr>
<tr>
<td></td>
<td>Clay.Br</td>
<td>~</td>
<td>LSTM</td>
<td>5.58</td>
</tr>
<tr>
<td></td>
<td>OC.Br</td>
<td>~</td>
<td>LON</td>
<td>5.26</td>
</tr>
<tr>
<td></td>
<td>OC.Ar</td>
<td>~</td>
<td>RIVER</td>
<td>5.55</td>
</tr>
<tr>
<td>3</td>
<td>CEC.Cr</td>
<td>~</td>
<td>RIVER</td>
<td>30.25</td>
</tr>
<tr>
<td></td>
<td>CEC.Br</td>
<td>~</td>
<td>NDWI.A</td>
<td>9.85</td>
</tr>
<tr>
<td></td>
<td>CEC.Cr</td>
<td>~</td>
<td>LON</td>
<td>4.81</td>
</tr>
<tr>
<td></td>
<td>Clay.Cr</td>
<td>~</td>
<td>NDWI.A</td>
<td>3.50</td>
</tr>
<tr>
<td></td>
<td>Clay.Cr</td>
<td>~</td>
<td>EVISD</td>
<td>7.50</td>
</tr>
<tr>
<td>4</td>
<td>CEC.Ar</td>
<td>~ ~</td>
<td>Clay.Br</td>
<td>9.47</td>
</tr>
<tr>
<td></td>
<td>CEC.Ar</td>
<td>~ ~</td>
<td>Clay.Cr</td>
<td>8.07</td>
</tr>
<tr>
<td></td>
<td>OC.Cr</td>
<td>~ ~</td>
<td>Clay.Cr</td>
<td>10.49</td>
</tr>
<tr>
<td></td>
<td>CEC.Cr</td>
<td>~ ~</td>
<td>Clay.Ar</td>
<td>5.87</td>
</tr>
</tbody>
</table>

Step refers to the steps followed in the re-specification process (Section 3.3.3). Variable can be either a soil property or an external factor. Operator refers to which kind of relation links the variables (\(~\)”regressed on”, \(\sim\) “correlated with”). MI is the modification index provided by lavaan.

The respecified model was fitted by maximum likelihood estimation. The resulting graphical model with parameter estimates is shown in Fig. 3.7. Note that NDWLB and TWI have a small effect only on soil properties, whereas other external factors such as latitude, longitude, distance to the river and the digital elevation model have a strong effect. It is notable that the relations between clay at different horizons, although significant, are not very strong. The relation between OC of the A and B horizons is also very weak, which does not conform to the conceptual model. The main contributors to CEC of the A horizon are clay and OC, whereas CEC of the B and C horizons is primarily governed by clay.

#### 3.3.5. Spatial prediction

Fig. 3.8 shows maps of all soil properties for all horizons. The CEC maps of the B and C horizons have a similar pattern that is affected by proximity to the Paraná river (north-east boundary), which was used to represent parent material. The same
pattern also occurs in the maps of clay, which was expected because of the strong relation between clay and CEC expressed in the SE model. Figure 8 shows clearly that the vertical variation in OC is much greater than the lateral variation. The OC contents in B and C horizons are very small and almost constant.

### 3.3.6. Model accuracy and assessment of covariation

Table 3.4 shows the measures of accuracy derived with cross-validation, and $R^2$ of the fit of the SEM model. The AVE values show that the model explains a large proportion of the lateral and vertical variation in soil properties. For OC the AVE is 91%, for clay it is 72% and for CEC it is 53%. The AVE decreases when it is calculated per horizon. The AVE for OC is small for all horizons. Clay of the A horizon also has a small AVE value, which explains the poor prediction of the CEC. The AVE for
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Table 3.4: Cross-validation and measures of model fit.

<table>
<thead>
<tr>
<th>SP</th>
<th>Hor.</th>
<th>ME</th>
<th>RMSE</th>
<th>$\hat{\theta}$</th>
<th>$\tilde{\theta}$</th>
<th>AVE</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SEM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CEC</td>
<td>Joint</td>
<td>0.006</td>
<td>3.16</td>
<td>1.03</td>
<td>0.40</td>
<td>0.18</td>
<td>0.21</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td>0.000</td>
<td>0.40</td>
<td>1.07</td>
<td>0.38</td>
<td>0.24</td>
<td>0.27</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>0.000</td>
<td>0.14</td>
<td>1.06</td>
<td>0.33</td>
<td>0.03</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>0.000</td>
<td>0.06</td>
<td>1.02</td>
<td>0.37</td>
<td>0.02</td>
<td>0.03</td>
</tr>
<tr>
<td>OC</td>
<td>A</td>
<td>0.000</td>
<td>4.05</td>
<td>1.03</td>
<td>0.30</td>
<td>0.15</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>0.000</td>
<td>0.14</td>
<td>1.04</td>
<td>0.35</td>
<td>0.00</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>0.000</td>
<td>0.06</td>
<td>1.05</td>
<td>0.35</td>
<td>-0.05</td>
<td>0.04</td>
</tr>
<tr>
<td>Clay</td>
<td>A</td>
<td>0.007</td>
<td>4.17</td>
<td>1.07</td>
<td>0.31</td>
<td>0.10</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>0.010</td>
<td>5.21</td>
<td>1.05</td>
<td>0.41</td>
<td>0.59</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>0.011</td>
<td>6.90</td>
<td>1.04</td>
<td>0.52</td>
<td>0.40</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>MLR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CEC</td>
<td>A</td>
<td>0.006</td>
<td>3.23</td>
<td>1.05</td>
<td>0.38</td>
<td>0.14</td>
<td>0.21</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>0.009</td>
<td>4.04</td>
<td>1.06</td>
<td>0.36</td>
<td>0.49</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>0.003</td>
<td>5.48</td>
<td>1.03</td>
<td>0.24</td>
<td>0.45</td>
<td>0.49</td>
</tr>
<tr>
<td>OC</td>
<td>A</td>
<td>0.000</td>
<td>0.41</td>
<td>1.05</td>
<td>0.42</td>
<td>0.22</td>
<td>0.28</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>0.000</td>
<td>0.14</td>
<td>1.04</td>
<td>0.35</td>
<td>0.00</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>0.000</td>
<td>0.06</td>
<td>1.05</td>
<td>0.35</td>
<td>-0.05</td>
<td>0.04</td>
</tr>
<tr>
<td>Clay</td>
<td>A</td>
<td>0.007</td>
<td>4.17</td>
<td>1.07</td>
<td>0.31</td>
<td>0.10</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>0.010</td>
<td>5.21</td>
<td>1.05</td>
<td>0.41</td>
<td>0.59</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>0.011</td>
<td>6.90</td>
<td>1.04</td>
<td>0.52</td>
<td>0.40</td>
<td>0.45</td>
</tr>
</tbody>
</table>

Soil property (SP), horizon (Hor.), Mean error (ME), root mean squared error (RMSE), mean ($\hat{\theta}$) and median ($\tilde{\theta}$) of the standardized squared prediction error, amount of variance explained (AVE) and $R^2$ is the coefficient of determination of the model fit. OC, organic carbon; CEC, cation exchange capacity.

Clay of the B and C horizons is relatively large, and so is that for CEC. Fig. 3.9 shows scatter plots of predicted against observed values for the three soil properties, by horizon and for the joint horizons. Results confirm the AVE statistics in Table 3.4. The MLR gives cross-validation statistics that are similar to those of SEM. The model $R^2$ of MLR is slightly larger than that of SEM, whereas AVE, which is based on cross-validation, is slightly larger for SEM.

The ME (Table 3.4) shows that SEM and MLR predictions are unbiased. Prediction error variances of both models give an adequate measure of the uncertainty for most soil properties; the standardized squared prediction error has a mean ($\hat{\theta}$) close to 1, although their medians ($\tilde{\theta}$) have slightly smaller values than the theoretical value 0.455. The RMSE shows that prediction accuracy decreases with depth.
Figure 3.9: Scatter plots of observed against predicted soil properties obtained by cross-validation. Columns of graphs are soil properties: cation exchange capacity (CEC), organic carbon (OC) and clay. Rows of graphs are horizons A, B and C, and “Joint h.” represents the three horizons joined.

for CEC and clay, which have maximum values of 5.5 cmol$_c$ kg$^{-1}$ for CEC.C and almost 7% for Clay.C.

Fig. 3.10 shows the S, $\Sigma(\theta)$ and $\Sigma(\theta)_{MLR}$ matrices, which are the standardized variance–covariance matrices of the data, SEM and MLR. Darker colours represent stronger correlations between pairs of soil properties, or between the same soil property at different horizons. It shows clearly that SEM reproduces interrelations more accurately than MLR because similarities are larger between $\Sigma(\theta)$ and S than between $\Sigma(\theta)_{MLR}$ and S. Fig. 3.11 shows the absolute values of $S - \Sigma(\theta)$ and $S - \Sigma(\theta)_{MLR}$, which confirms this result. Improved performance of SEM is also confirmed by the SRMR, which is 0.024 for SEM, whereas SRMR$_{MLR}$ is 0.065. All values of the SEM difference matrix are smaller than 0.1, whereas elements of the MLR difference matrix are up to four times larger. For example, covariation between CEC.A and OC.A is not represented adequately by MLR, whereas in SEM it matches the
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3.4.1. The conceptual soil-landscape model

The fitted graphical model in Fig. 3.7 has several implications for the conceptual model. First, it confirms that CEC depends mainly on clay and OC. We also found, however, smaller effects from external factors. This might indicate that another soil property controls CEC that is affected by external factors. For example, Morrás and Moretti (2016) showed that the parent material of this study area varies in its gran-
ulometry and mineralogy; the clay mineralogy governs CEC and might be affected by other external factors. We can only assume this relation because we lack a map of soil mineralogy. Second, we decided to remove the relation between OC.B and CEC.B after examining the model parameters, although we know that there is a link between them. In this case, however, clay content of the B horizon is so large in parts of the study area that the effect of OC on CEC becomes negligible. Third, Fig. 3.7 also shows that relations between the A and B horizons are not as strong as we would have expected because the coefficients of OC and clay that connect these two horizons are small. This corroborates the hypothesis of Kröhling and Iriondo (2003), which states that the top horizon of the soil in the study area has another parent material (San Guillermo Formation), namely an aeolian sediment layer of 15 to 35 cm.

Finally, we observe that there is no direct causality between the CEC of different horizons even when these may be strongly correlated. This is because CEC is a property of the colloidal fraction, which is not affected by the CEC of another layer. For example, CEC of horizon A could be correlated with that of horizon B because they share the same parent material, therefore, they have a similar colloidal fraction.

Fig. 3.7 shows that NDWI of spring (NDWI.B) and TWI have a small effect on soil properties, which means that either their information is redundant or they do not represent the soil-forming factors accurately. This is in contrast to the results of Poggio et al. (2013) where NDWI predicted organic matter well. Fig. 3.7 also helps to identify key external factors that have strong predictive power for several soil properties, such as DEM, distance to the Paraná river (representing parent material) and standard deviation of EVI. Incorporating the temporal variation of remote sensing data can increase the resolution of these factors and further increase their predictive power (Samuel-Rosa et al., 2015).

The maps show that the spatial patterns of A-horizon properties differ from those of the B and C horizons. This can be explained by different SEM relations between soil properties and external factors for the A, B and C horizons. It confirms that factors that represent different soil-forming factors differ between horizons.

### 3.4.2. Model respecification

The model evaluation and respecification steps are the most subjective of an SEM procedure. The main criterion for deciding to modify the model is the lack of fit assessed by different measures (Grace et al., 2012). There is, however, no complete agreement about the cutoff value of these measures because they are case dependent.
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Kline (2015) remarked that exploratory analysis may mislead respecification or that it does not help to find the “truth”. Most SEM applications rarely aim to predict dependent variables as we do in DSM. To achieve greater prediction accuracy, exploratory analysis might identify relevant relations between external factors and soil properties. Although prediction may be improved with exploratory analysis, it should be done prudently and with pedological mechanisms in mind.

The question arises as to how far one should go with model respecification. The exploratory analysis can include suggestions until the model fits the data (almost) perfectly, but this does not ensure an improvement in predictive power. It would require independent model validation, which for SEM means applying the fitted model to another independent data set to prevent overfitting of the model (Bollen, 1989). We used cross-validation for this without using the observation that was put aside.

3.4.3. Representing soil information with SEM

The resulting SEM graph (Fig. 3.7) in combination with the maps (Fig. 3.8) is a novel way to represent soil information. They show how soil properties and soil layers are interconnected and the effect on their spatial patterns. For example, the similarity in the spatial patterns of clay and CEC of the B horizon can be explained from the fat arrow between these properties in Fig. 3.7. The indicates that CEC depends strongly on clay content, even in the A horizon where clay (0.87) has twice as large an effect as that of OC (0.42) (recall that all variables were standardized prior to modelling, which means that coefficients can be compared directly).

3.4.4. Model accuracy

The maps of clay and consequently CEC from B and C horizons are reasonably accurate (Table 3.4 and Fig. 3.9). The maps of OC of the B and C horizons show little spatial variation (Fig. 3.8) and have poor accuracy (Table 3.4). The latter might be caused by the lack of spatial variation, the small amount of OC in these horizons and relatively large measurement error (Fig. 3.7). Organic carbon and clay of horizon A are poorly predicted, which might be related to the hypothesis that the A horizon is a young sediment (Kröhling and Iriondo, 2003). In general, landscape properties can explain variation in soil properties of the top layers with greater accuracy than for deeper layers (e.g. Kempen, 2011). In this case it is the other way around for clay and CEC. This could be caused by either a lack of informative covariates or a parent material that is much younger than the subsurface horizons.
Cross-validation results in large AVE values when the three horizons are considered together (Table 3.4 and Fig. 3.9). More than 91% of the variance in OC was explained by the SE model, 72% for clay and 53% for CEC. This may seem impressive, but this result must be put into perspective. If we used the horizon means only as predictors, about 88% of the variance in the OC data would be explained, 47% of the variance in clay and 15% of the variance of CEC. This confirms that lateral variation of these properties in the study area is much smaller than the vertical variation.

When SEM is compared with multiple linear regression (MLR), $R^2$ is slightly larger for MLR than SEM (Table 3.4). This was expected because SEM uses only relations (58 free parameters) that make sense from a pedological point of view, whereas MLR uses all the predictive power in covariates (99 free parameters), regardless of whether the predictive relations make sense pedologically. The AVE based on cross-validation shows that SEM performed slightly better than MLR, which might result from overfitting of the MLR model. The differences between AVE and $R^2$ are smaller for SEM than MLR.

Spatial auto- and cross-correlation is not taken into account in SEM by default. The model error ($\xi$) is assumed independent. Residuals of spatial models, however, might have spatial correlation and taking this into account could help improve predictions (Lamb et al., 2014) for the same reason that regression kriging can outperform regression (Hengl et al., 2004). Lamb et al. (2014) developed a tool to incorporate the spatial autocorrelation among variables in SEM. To determine if the model results could be improved further by taking spatial autocorrelation into account, we fitted variograms (Webster and Oliver, 2007) to the SEM cross-validation residuals (Fig. 3.12). They show that spatial correlation in the residuals of the C-horizon CEC and clay content is moderate and weak in the residuals of the A-horizon clay content. This suggests that there might be room for improvement, therefore we intend to extend the application of SEM for DSM by taking spatial correlation into account in future.

The SE model reproduced the covariation between soil properties much better than MLR. We compared SEM with MLR because MLR combined with kriging (i.e. regression kriging) is commonly used in DSM. However, the covariation can also be reproduced by multivariate linear regression (MvLR) (Fox and Weisberg, 2011), which quantifies the cross-correlations between residuals of the linear regressions for each soil property. A MvLR model was fitted to the data with the same covariates that were used for SEM. Assessment of covariation showed that MvLR reproduces the cross-correlations between soil properties perfectly, even better than SEM. This is not surprising because unlike SEM, MvLR puts no restrictions on the residual variance–covariance matrix. All elements can deviate from zero and a perfect re-
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We have shown how to develop a conceptual model for several soil properties at multiple horizons and how to convert it into a graphical and mathematical model with SEM. We improved model fitting through model respecification and showed how to assess covariation of modelled soil properties.

The conclusions of this chapter are:

- SEM is a useful tool to predict several soil properties simultaneously for multiple horizons while maintaining covariation between soil properties and horizons. Model respecification helps to improve model accuracy and to learn from the data through suggestions that can improve the conceptual soil-landscape model.
- CEC depends largely on clay percentage and less on OC, and so does its prediction.

- SEM graphs in combination with soil maps provide insight to interrelations between soil properties and to identify important sources of information that could be used to improve models in future studies.

- A simple method to assess covariation among soil properties could be applied to any DSM approach.

- Prediction of soil properties with separate multiple linear regression models causes inconsistencies between predictions of a soil property. Covariation assessment should be included in modelling that predicts several soil properties or properties at multiple depths.
3.5. Conclusions
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Extrapolation of a structural equation model for digital soil mapping

In theory, two separate regions with the same soil-forming factors should develop similar soil conditions. This theoretical finding has been used in digital soil mapping (DSM) to extrapolate a prediction model from one area to another, which usually do not work out well. One reason for failure could be that most of these studies used empirical methods. Structural equation modelling (SEM) is a semi-mechanistic technique, which can explicitly include expert knowledge. We therefore hypothesise that structural equation (SE) models are more suitable for extrapolation than purely empirical models in DSM. The objective of this study was to investigate the extrapolation capability of SEM by comparing different model settings. We applied a SE model from a previous study in Argentina to a similar soil-landscape in the Great Plains of the United States to predict clay, organic carbon, and cation exchange capacity for three major horizons: A, B, and C. We evaluated the performance of the SEM mathematical model, as well as the extrapolation of the conceptual model. We concluded that system relationships that were well supported by pedological knowledge showed consistent and equal behaviour in both study areas. In addition, a deeper understanding of indicators of soil-forming factors could strengthen conceptual models for extrapolating DSM models. We also found that for model extrapolation, knowledge-based links between system variables are more effective than data-driven links. In particular, model modifications can improve local prediction but harm the predictive power of extrapolation.

Based on:
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4.1. Introduction

In theory, two separate regions with the same soil-forming factors should develop similar soil conditions. This is explained by the fundamental theory of soil development developed by Dokuchaev (1883). Although this theory makes us of an oversimplification of the soil-forming factors, it is still very useful to digital soil mapping. Mallavan et al. (2010) used this assumption to develop the homosoil concept, with the objective of being able to extrapolate a model from one area to another. Several other authors have tried to do so as well (Lagacherie et al., 1995; Bui and Moran, 2003; Grinand et al., 2008; Malone et al., 2016; Silva et al., 2016). Most of them aimed to predict soil classes, while little has been done in terms of model extrapolation for soil properties.

The extrapolation of a model from one area to another faces several challenges. First, the soil-forming factors of the calibration area are hardly ever equal to those of the extrapolation area. For example, Malone et al. (2016) found differences between covariates of a calibration area and the same covariates of an extrapolation area located within a similar region. Second, even though the soil-forming factors may be equal in the present, the type and intensity of soil-forming factors may not have been equal in the past (Sommer et al., 2008; Temme and Veldkamp, 2009). Third, soil evolution is not linear and might exhibit chaotic behaviour, which is dynamic that hardly ever can be equal in two different regions (e.g. Huggett, 1998; D’Amico et al., 2017). Fourth, the lack of reproducing the actual mechanistic processes in empirical models makes them more difficult to be extrapolated than mechanistic models (Clark and Gelfand, 2006). As a result, map accuracy may drop substantially between the calibration and extrapolation area.

Structural equation modelling (SEM) is a semi-mechanistic multivariate technique commonly used to model cause-effect relationships of complex systems (Grace et al., 2012). SEM allows explicit use of process knowledge in a statistical modelling framework. It has been mainly applied in the social sciences and ecology (e.g. Anderson and Gerbing, 1988; Grace et al., 2010). Previously, we applied SEM to model and predict seven soil properties in a 23 000 km² study area in the Argentinian Pampas (Chapter 2). Following this, we tested SEM for simultaneous prediction of three soil properties (Clay, CEC and SOC) at three major horizons (A, B and C) for the same study area (Chapter 3).

The main objective of this study is to analyse whether SEM is a suitable method for extrapolation of digital soil mapping models, since its hybrid features between empirical and mechanistic approaches allows to explicitly include pedological knowledge. We therefore hypothesise that an SE model has better extrapolation capabili-
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4.2.1. Study areas

The study areas chosen for this study share similarities in term of parent material (loess and loess-like sediments) and soil types (Phaeozems in WRB classification (IUSS Working Group World Reference Base, 2006), Ustolls and Udolls in Soil Taxonomy classification (Soil Survey Staff, 2014)). The Soil data Section summarises the differences in soil property distributions between both datasets.

Argentina

The 23 000 km² Argentinian study area is in the Rolling Pampas region (Fig 4.1). Originally, these were grassland plains developed under loess materials. Land use changed a century ago to cropland (Viglizzo et al., 2004) that now dominates the area. Typic and Vertic Argiudolls (Soil Survey Staff, 2014) are prevalent in uplands.
associated with Natraquolls, Natrudolls and Natraqualfs in most wetlands. The main clay minerals in the area are illite and smectite (Morrás and Moretti, 2016). The annual precipitation is between 900 and 1000 mm. The average summer temperature is 23°C, and the average temperature in winter is 10°C. The summer is characterised with a water deficit, while during winter there is rainfall excess (Cabrini and Calceterra, 2008).

**Figure 4.2:** Correlation graph of soil properties by horizons and by country (in colours). The upper right triangle shows the Pearson correlation between properties, the diagonal presents the histograms (as density plot) of the properties and the lower left triangle the scatter plots. Soil properties are abbreviated such that the name of the soil property is followed by the horizon name and separated by a dot.
United States

The 150 000 km$^2$ US study area is in the Great Plains, covering parts of Nebraska and Kansas. The Platte and Arkansas rivers form the area’s northern and southern boundaries, the western boundary generally follows the Kansas–Colorado boundary, and the eastern boundary runs north–south through Manhattan, Kansas. The original land cover in the area was grassland, developed on a landscape formed in horizontally stratified limestone-shale sequences (the Shale Hills) that are widely covered in loess and other aeolian sediment. Smectite is the predominant mineral of the clay fraction of these materials, along with randomly interstratified mica-smectite (Gunal and Ransom, 2006). In the east of the study area, land use has mainly changed into crop land, whereas grassland remains in use for grazing cattle in the west. Upland soils, developed in the loess-covered limestone-shale lithology include Argiudolls, Argiustolls, and younger soils in river valleys range from Hapludolls and Haplustolls (Soil Survey Staff, 2016). Precipitation varies from about 800 mm in the east to about 500 mm in the west of the study area (Goodin, 1995). The average summer temperature is about 26°C, and the average temperature in winter is about 1°C.

4.2.2. Soil data

The soil data from Argentina are described in detail in Chapter 3. We give a brief summary here. We obtained 344 soil profiles from the INTA database (INTA, 2015). Three soil properties were selected for modelling and mapping: soil organic carbon (OC, in weight percentage), clay content (Clay, in weight percentage) and cation exchange capacity (CEC, in cmol$_c$ kg$^{-1}$ soil) at three major horizons: A, B and C. We did not include transitional horizons, such as AB, BA or BC.

For the US study area, we took 492 soil profiles from the SSURGO2 database (Soil Survey Staff, 2016). These were selected according to the same criteria as used for the Argentinian data: a profile must have an A, B and C horizon, must not have missing values for CEC, OC and Clay, and the horizons should not belong to a buried soil profile that might be indicative of a parent material discontinuation. We grouped all subdivisions of A, B and C horizons, such as Ap, A1, A2, Bt, Bw, etc. to the master horizon level. We excluded transitional horizons, such as AB, BA, AC, BC, etc. The locations of the final set of profiles for both study areas are shown in Fig. 4.1.

One important aspect of the two study areas to consider is the potential difference in parent material. Though both areas have parent material of aeolian origin, the amount of clay and mineralogy can be different. This could complicate the extrapol-
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Extrapolation of a model from one area to the other. Graphs of the distributions of each soil property for the two datasets are given in Fig. 4.2. The lower left panel graphs show scatter plots of the soil properties whereas the upper right part presents Pearson correlation coefficients. The diagonal graphs show the distribution of each soil property as a density plot. The graphs and statistics show that total clay percentages for both areas are very similar for A and B horizons, and that the C horizon in Argentina generally has a bit less clay than in Kansas–Nebraska. CEC values also are quite similar, with mean CEC about 20–25 cmol\(_c\) kg\(^{-1}\) for A horizons, 25–30 cmol\(_c\) kg\(^{-1}\) for B horizons and 20–25 cmol\(_c\) kg\(^{-1}\) for C horizons, regardless of the study area. If the clay mineralogy would have been substantially different, the scatter plots between CEC and clay should show different pattern for the two areas. This does not seem to be the case. For example, the scatter plot between CEC.A and Clay.A has a similar slope in both study areas. The same holds for CEC and Clay of the B horizon. CEC and Clay of the C horizon, instead, shows that for the same amount of clay, the values of CEC in the Argentina study area are slightly larger than in the US study area, but there is also a large overlap. Although it is only a visual assessment of the data, and it does not mean that both areas have exactly the same mineralogy, the analysis shows that the CEC of the clay fraction is comparable between study areas. In general, for most soil properties the distributions are fairly similar between the two study areas, with the largest difference between Clay of the C horizon and OC of the A horizon. However, we also found that the correlation coefficients show that correlations between soil properties differ between the two study areas. For instance, in the US study area the correlation between Clay and CEC, and between OC of the A, B and C horizon is generally stronger than in Argentina.

4.2.3. Environmental covariates

Environmental covariates, similar as those used in Argentina Chapter 3, were derived for the US study area from freely accessible data, such as the SRTM DEM (Farr and Kobrick, 2000) and MODIS products. The DEM was used to derive altitude (DEM), terrain wetness index (TWI), and vertical distance to channel network (VDCHN). We also derived the mean and standard deviation from a 15 years’ time series of the enhanced vegetation index (EVI) (MOD13Q1) and land-surface temperature and emissivity (LST) (MOD11A2). Finally, we computed the normalised difference of water index (NDWI) (MCD43A4) using the methodology described in Poggio et al. (2013). We computed the mean values for summer (NDWI.A) and spring (NDWI.B) periods. More detailed information about these processing steps are given in Chapter 3. Fig. 4.3 shows the histograms of covariates for both study areas. Covariates VDCHN, TWI and NDWI.A were transformed to obtain a near-normal distribution.
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Figure 4.3: Comparative histograms of covariates for both study areas. DEM: altitude (SRTM); VDCHN: vertical distance to channel network; TWI: terrain wetness index; EVISD: standard deviation of enhanced vegetation index; LSTM: mean of land surface temperature; NDWLA and NDWLB: mean of normalised difference wetness index of summer season and spring season.

Except for VDCHN, the covariates show large differences between both areas. Since all covariates were standardized prior to modelling, by subtracting the mean and dividing by the standard deviation, we do not expect that these differences have a large impact on the models and affect extrapolation. This was confirmed by visual inspection of the histograms of the standardized covariates (not shown).

4.2.4. SEM steps

The use of SEM for DSM has been extensively described in Chapter 2 and 3. We will therefore only give a brief outline here. SEM can be subdivided into seven main steps (Fig. 4.4):

1. **Conceptual model**: this integrates the mechanistic processes that explain the functioning of a system in the form of a piece of text. This step links concepts to variables and explains the main relationships among system variables on the basis of (hypothesised) physical, chemical and biological laws that define the system.
2. **Graphical model**: this step involves the representation of interrelationships between system variables in a schematic way, where variables are connected by arrows that indicate either the cause–effect links between variables or correlations in the errors of the variables. The structure of the graphical model is referred to as the model specification, since it specifies how variables influence each other.

3. **Mathematical model**: in this step the graphical model is made mathematically explicit:

\[ x = \Lambda \xi + \delta \]  
\[ (4.1) \]

\[ y = K \eta + \epsilon \]  
\[ (4.2) \]
Here, $x$ and $y$ are vectors of observed independent and dependent variables (i.e., external drivers and soil properties), $\Lambda$ and $K$ are matrices of coefficients that connect measured with latent variables, $\xi$ and $\eta$ are vectors of latent independent and dependent variables, $\delta$ and $\epsilon$ are vectors of measurement errors (mutually independent and zero-mean normal deviates), $B$ and $\Gamma$ are matrices of coefficients, and $\zeta$ is a vector of system errors for variable $\eta$. The first two equations (Eqns. 4.1 and 4.2) define what is called in SEM literature the measurement model and Eq. 4.3 is known as the structural model. The mathematical model is defined by three more matrices: $\Psi$ is the variance–covariance matrix of $\zeta$, whose off-diagonal elements represent correlations of system noise of dependent latent variables, $\Theta_\delta$ and $\Theta_\epsilon$ are the variance–covariance matrices of $\delta$ and $\epsilon$, respectively.

4. Model calibration and evaluation: a SE model is calibrated by fitting the variance–covariance matrix of the data, $S$, to the model-implied variance–covariance matrix, $\Sigma(\theta)$. The vector $\theta$ contains all model parameters ($B$, $\Gamma$, $K$, $\Lambda$, $\Psi$, $\Theta_\delta$, and $\Theta_\epsilon$). Parameter estimation is usually done using a maximum likelihood estimator. After the model is calibrated, one has to assess whether the coefficients are coherent in terms of sign and magnitude. It may happen that an expected positive relationship is represented by a negative coefficient or that a coefficient is unusually large because the calibrated model compensates for mistakes in the model specifications (called misspecification). Also, the overall fit of the model is evaluated with different fitting measures to analyse to what degree the relationships established in the model depart from the correlations found in the data.

5. Model respecification: If the model that was defined in steps 2 and 3 and calibrated in step 4 has a low overall fitting of coefficients, or has other important weaknesses, it may be adapted in this step (thus, it is respecified). The conceptual model may be incorrectly specified because either the researcher does not have a complete understanding of the system, or the model needs to be simplified. This can be done by checking that the model coefficients make sense from a pedological point of view, or by a so-called “exploratory analysis”. The last method uses the differences found between the model-implied relationships and the relationships evidenced by the data to provide suggestions that may improve the performance of the model (Chapter 3).

6. Spatial Prediction: the calibrated mathematical model is used to predict the
Table 4.1: Settings of the different models used for extrapolation.

<table>
<thead>
<tr>
<th>Model</th>
<th>Model type</th>
<th>Extrapolation</th>
<th>Data for respecification</th>
<th>Data for calibration</th>
<th>Prediction locations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1</td>
<td>SEM</td>
<td>MM</td>
<td>Arg.</td>
<td>Arg.</td>
<td>USA</td>
</tr>
<tr>
<td>Model 2</td>
<td>SEM</td>
<td>CM</td>
<td>Arg.</td>
<td>USA</td>
<td>USA</td>
</tr>
<tr>
<td>Model 3</td>
<td>SEM</td>
<td>CM</td>
<td>–</td>
<td>USA</td>
<td>USA</td>
</tr>
<tr>
<td>Model 4</td>
<td>SEM</td>
<td>CM</td>
<td>USA</td>
<td>USA</td>
<td>USA</td>
</tr>
<tr>
<td>Model 5</td>
<td>MLR</td>
<td>MM</td>
<td>–</td>
<td>Arg.</td>
<td>USA</td>
</tr>
<tr>
<td>Model 6</td>
<td>MLR</td>
<td>MM</td>
<td>–</td>
<td>USA</td>
<td>USA</td>
</tr>
</tbody>
</table>

Column “Model type” refers to the SE model (SEM) or a multiple linear regression model (MLR). “Extrapolation” refers to which part of the model was extrapolated: either the graphical model (GM) or the mathematical model (MM). The column “Data for respecification” refers to which dataset (Argentinian [Arg.] or US [USA] dataset) was used for the respecification step. A dash (–) means “No respecification”. The last two columns detail which datasets were used for calibration and (cross-)validation.

dependent variables (y) from the measured independent variables (x). It is derived from Eqns. 4.1 and 4.3:

\[
\hat{\eta} = (I - B)^{-1}\Gamma\Lambda^{-1}x
\] (4.4)

The prediction error variance can also be computed (Section 2.2.5).

7. **Model accuracy and covariation assessment**: the model is assessed in terms of accuracy and system error covariation among predicted soil properties. The mean error (ME; a measure of prediction bias), root mean square error (RMSE; a measure of prediction accuracy) and amount of variance explained by the model (AVE) are generally estimated for each soil property using leave-one-out cross-validation (LOOCV) (Chapter 3). In a conventional application, we would assess covariation using the Standardized Root Mean Square Residual (Hu and Bentler, 1999), but in this work will not evaluate it and focus on model comparison.

4.2.5. **Model extrapolation**

The aim is to test the SEM capability for model extrapolation and compare it with a purely empirical MLR model for extrapolation mapping CEC, OC content, and
clay content of the A, B and C horizons. We do not only consider the mathematical (fitted) model for this purpose, but we will also look at the conceptual model and assess the effect of model respecification on extrapolation. We therefore define seven model settings: four models that are gradually adapted to the US case study (Table 4.1, Model 1 to Model 4), two models that serve as a comparison between SEM and MLR (Table 4.1, Model 5 and Model 6), and one Reference model that was designed and calibrated for the Argentinian case study (Table 4.1, Reference model). The Reference model (from Chapter 3) was included as a benchmark to evaluate the prediction performance of Models 1 to 6. Whenever the models used the same dataset for calibration as for validation, we validated the prediction with cross-validation (LOOCV method).

- **Model 1** is the extrapolation of the SEM mathematical model, including calibrated model parameters, from the Argentinian study area to the US study area. Note that this model was specified, calibrated, evaluated, respecified, and calibrated again, so it was adapted to the Argentinian study area. This model is equal to the Reference model in terms of specifications and coefficients, but here it is used to predict the soil properties of the US study area.

- **Model 2** is the extrapolation of the graphical model (GM) adapted for Argentina. This means that we took the model structure of Model 1, but not the coefficients estimated from the Argentinian data. Instead, we calibrated this model with US data.

- **Model 3** is the extrapolation of the original graphical model developed for Argentinian study area. Thus, we took the model structure that corresponded to the initial Argentinian conceptual model without respecifications. Like Model 2, the model was calibrated with US data.

- **Model 4** is the extrapolation of the Argentinian graphical model that was respecified using US data. Thus, we took the same model structure of Model 3 and adapted (respecified) it to the US case. Like Models 2 and 3, this model was calibrated with US data.

- **Model 5** is the extrapolation of an MLR mathematical model from the Argentinian study area to the US study area. This means that we used a MLR model with coefficients estimated with the Argentinian dataset to predict soil properties across the US study area.

- **Model 6** is a MLR model calibrated with the US dataset.
Several covariates used for the Argentinian case study (Chapter 3) could not be used for the US case study. One of these was “distance to river” that was used as parent material proxy in Argentina. In the US study area, there is no such relationship. This covariate was therefore not used in Models 1 to 6. Furthermore, covariates “latitude” and “longitude” were not used in Models 1 and 5 since the relationship between geographic coordinates and soil properties cannot be extrapolated from Argentina to the US. These two covariates were retained however, in the graphical model of Models 2, 3 and 4, as well as in Model 6.

4.3. Results

4.3.1. Conceptual model

The Argentinian conceptual model was detailed in a previous chapter (Chapter 3) and is only summarised here. In this conceptual model, we focused on the relations between Clay, OC and CEC, and how these are affected by soil-forming factors. It is known that CEC depends on the type and quantity of colloids of the soils, the main sources of which are humus and clay particles. Since CEC increases with decreasing particle size, not only the amount of clay and humus matter, but also the type of humus and the mineralogy of layer silicates in the clay fraction (Brady and Weil, 2014).

The soils of the Argentinian study area have generally 1–3% OC in the A horizon, with a decrease with depth. In terms of Clay, almost all profiles have at least one Bt horizon and a C horizon rich in clay as well (between 10% and 50% clay) (Fig. 4.2). This can be explained by the fact that clay illuviation and organic matter accumulation are the dominant soil forming processes in the area (Imbellone et al., 2010; Morrás and Moretti, 2016). Also, parent material strongly controls clay spatial distribution, since its granulometry decreases in size from southwest to northeast and its mineralogy varies in a different spatial pattern. Clay illuviation and organic matter accumulation are also affected by relief and climate, in addition to the activities of organisms, including humans, through the ages. The soils of the Argentinian study area are relatively homogenous in term of their geologic age, as Zárate (2003) reported that the top sediments (3 to 5 meters) of this region are from the Late Pleistocene or Holocene period.

Soil forming factors cannot be measured directly but can be represented through proxies. Thus, we can use remote sensing products to characterise land cover, such as greenness vegetation indices and land surface temperature. Fig. 4.5 shows how
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Figure 4.5: Representation of soil forming factors through proxies. DEM: altitude (SRTM); VDCHN: vertical distance to channel network; TWI: terrain wetness index; LAT (latitude) and LON (longitude) are the X and Y axes of coordinate system; EVISD: standard deviation of enhanced vegetation index; LSTM: mean of land surface temperature; NDWIA and NDWIB: mean of normalised difference wetness index of summer season and spring season.

soil-forming factors in the study area are theoretically represented through proxies. Note that proxies are not exclusive indicators of a single soil forming factor but are often the result of a combination of factors.

We do not expect the same soil evolution in the US study area. However, since the parent materials are similar, the soils also belong to a similar age (Late Pleistocene or Holocene) with similar sequences of soil horizons (Gunal and Ransom, 2006), and the quantities of the three soil properties are comparable (Fig. 4.2), we expect the relations between system variables to be homologous.

4.3.2. Graphical model

The Argentinian conceptual model was converted to a graphical model in Chapter 3. Fig. 4.6 shows the hypothesised relationships between system variables and
Figure 4.6: Graphical conceptual model with parameters (from Chapter 3). Thick continuous arrows represent $B$ and $\Gamma$ matrices, thin continuous arrows represent $K$, $\Psi$, and $\Theta_e$ matrices, and dashed double-headed arrows represent the model error correlations. Letter “r” at the end of variable names denotes difference between true and measured soil properties (e.g., OC.A is the measured OC of the A horizon, OC.Ar is the true (“real”) OC of the A horizon that is unknown).

the parameters that represent these relationships in the mathematical model. This model was calibrated, evaluated, and respecified based on Argentinian data (Chapter 3), and presented as a Reference model here. The results of the cross-validation (LOOCV) are summarised in Table 4.2 under “Reference”. The model explained 91% of OC, 72% of Clay, and 53% of CEC lateral and vertical variation, although the model performance dramatically decreases when considered by horizon. The amount of variance explained (AVE) for B and C horizon Clay were relatively large, thus CEC also had a large AVE in those horizons. The mean error (ME) shows that SEM predictions are unbiased. The RMSE shows that accuracy tends to decrease with depth.
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4.3.3 Model extrapolation

Model 1: Extrapolation of the mathematical model The accuracy measures for Model 1 show a very poor performance (Table 4.2 and Fig. 4.7). The results show overestimation of CEC values for all horizons, OC.A and Clay.B (negative ME) and underestimation of OC.B, Clay.A and Clay.C (positive ME). This may be the result of differences in extreme values in the original data (Fig. 4.2). The accuracy is low (large RMSE), and the amount of variance explained (AVE) is negative for CEC and OC at the horizon level, meaning that using the horizon means gives more accurate predictions than Model 1 for these properties (Table 4.2). Table 4.2 also shows that the AVE is quite large (0.64) for OC when we evaluate the prediction performance for the three horizons jointly (“Joint” label of Fig. 4.7), indicating that the variation between horizons is much larger than within horizons. However, Fig. 4.7 should be interpreted with care. If we would use the mean OC value for each horizon as derived from US data as a predictor, this would result in an AVE of 0.66. For CEC and Clay, a joint evaluation of the horizons results in low AVE values: 0.08 for CEC and 0.12 for Clay.

Model 2: Extrapolation of the respecified graphical model In case of Model 2 the ME does not show bias in the predictions and the RMSE values are smaller than those of Model 1, except for clay and CEC of the A horizon (Table 4.2 and Fig. 4.7). The AVE values are higher than those of Model 1, with the same exception as for the RMSE. Although improved when compared with Model 1, the model performance remains poor.

Model 3: Extrapolation of the original graphical model Model 3 further improves performance. Again, predictions are unbiased and the prediction accuracy (RMSE) slightly increases with respect to those of the previous models. Also, Model 3 performs similar to Model 6 (see below) in terms of AVE for CEC and Clay, and marginally better for OC.

Model 4: Extrapolation of the graphical model respecified on the basis of US data We took Model 3 as a starting point and respecified it on the basis of expert knowledge and exploratory analysis using the US data. In total we included eight more links. After respecification, the model was again calibrated. The final model
Mean error (ME), root mean square error (RMSE) and amount of variance explained (AVE) of models estimated on the basis of leave-one-out cross-validation. Soil properties are abbreviated such that the name of the soil property is followed by the horizon name and separated by a dot.

Table 4.2: Accuracy measures of the different models.

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th></th>
<th>Model 2</th>
<th></th>
<th>Model 3</th>
<th></th>
<th>Model 4</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ME</td>
<td>RMSE</td>
<td>AVE</td>
<td>ME</td>
<td>RMSE</td>
<td>AVE</td>
<td>ME</td>
<td>RMSE</td>
</tr>
<tr>
<td>SP</td>
<td>Hor.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CEC</td>
<td>A</td>
<td>−1.42</td>
<td>5.97</td>
<td>−0.03</td>
<td>0.01</td>
<td>6.23</td>
<td>−0.12</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>−3.18</td>
<td>7.04</td>
<td>−0.13</td>
<td>−0.01</td>
<td>6.33</td>
<td>0.09</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>−3.12</td>
<td>7.41</td>
<td>−0.04</td>
<td>−0.01</td>
<td>7.01</td>
<td>0.06</td>
<td>0.00</td>
</tr>
<tr>
<td>OC</td>
<td>A</td>
<td>−0.31</td>
<td>0.69</td>
<td>−0.22</td>
<td>0.00</td>
<td>0.59</td>
<td>0.12</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>0.09</td>
<td>0.26</td>
<td>−0.18</td>
<td>0.00</td>
<td>0.25</td>
<td>−0.09</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>0.05</td>
<td>0.12</td>
<td>−0.22</td>
<td>0.00</td>
<td>0.11</td>
<td>0.02</td>
<td>0.00</td>
</tr>
<tr>
<td>Clay</td>
<td>A</td>
<td>1.02</td>
<td>8.42</td>
<td>0.08</td>
<td>0.00</td>
<td>8.94</td>
<td>−0.03</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>−3.84</td>
<td>9.65</td>
<td>0.14</td>
<td>−0.02</td>
<td>9.35</td>
<td>0.19</td>
<td>−0.01</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>4.85</td>
<td>10.71</td>
<td>−0.01</td>
<td>0.00</td>
<td>10.01</td>
<td>0.12</td>
<td>0.00</td>
</tr>
<tr>
<td>CEC Joint</td>
<td>A</td>
<td>−2.57</td>
<td>6.84</td>
<td>0.02</td>
<td>0.00</td>
<td>6.53</td>
<td>0.11</td>
<td>0.00</td>
</tr>
<tr>
<td>OC</td>
<td>−0.05</td>
<td>0.43</td>
<td>0.64</td>
<td>0.00</td>
<td>0.37</td>
<td>0.73</td>
<td>0.00</td>
<td>0.37</td>
</tr>
<tr>
<td>Clay</td>
<td>0.68</td>
<td>9.64</td>
<td>0.18</td>
<td>−0.01</td>
<td>9.45</td>
<td>0.21</td>
<td>0.00</td>
<td>8.97</td>
</tr>
</tbody>
</table>

Model 5: Extrapolation of the MLR model
Extrapolation of the mathematical MLR model from Argentina to the United States resulted in accuracy measures very similar or slightly worse than those of Model 1. The AVE of Model 5 for CEC and OC of all horizons are negative, and there is bias in the predictions. Judging on the AVE for the joint horizons, this model shows slightly poorer performance in CEC and Clay than Model 1, and the same performance for OC.

Model 6: MLR model based on US data
This model was mainly included for comparison of its performance with that of previous models, particularly Models 3 and 4. The ME values show no bias in the predictions and the RMSE values are
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Figure 4.7: Model performances: comparison of cross-validation mean error (ME), root mean square error (RMSE) and amount of variance explained (AVE) for the seven models by soil properties and horizons. “Joint” represents the measures considering the results at the three horizons together. The measures are computed using the US data for Models 1 to 6 and using the Argentina data for the Reference model.
comparable to those of Models 3 and 4. The AVE values, instead, show in all cases poorer performance than Model 4 (Table 4.2).

4.4. Discussion

4.4.1. Model performance

To determine if SEM is more accurate in extrapolating the mathematical model than MLR, we compared Models 1 and 5, which were calibrated in Argentina and applied in the United States. The SEM errors were slightly smaller than the MLR errors for CEC for the individual horizons and for the joint horizons, and were almost equal for OC and Clay, where the differences were very small between horizons and the same for the joint horizons. It may be possible that the empirical part of SEM, which is the data-driven coefficient estimation procedure, harms the predictive power of SEM similarly as for MLR.

Both models show poor accuracy, similarly as reported in other extrapolation studies (Grinand et al., 2008; Malone et al., 2016). One reason for that may be the differences in the system variable correlations (Fig. 4.2), despite that the areas have fairly similar soils and parent material. For instance, the correlation between Clay of the B horizon and OC of the A horizon is −0.03 in the Argentinian case and 0.44 in the US case. The same can be observed for some correlations between covariates and soil properties (not shown in Fig. 4.2).

Models 2, 3 and 4 were compared to assess how well the Argentinian graphical model (that represents the conceptual model at different respecification steps) can be extrapolated and how model respecification affects extrapolation capability. Again accuracy measures were generally poor. However, we can still learn a few useful things from the models by comparing the results relative to each other. Models 2 to 4 show that the best model for the Argentinian study area (Model 2, Table 4.1) gives the worst prediction for the US study area, which means that the respecifications done for the Argentinian case result in misspecifications for the US area. If we look at the performance of Model 3 (Table 4.2), where we removed the respecifications (thus making the model more general), there is a clear improvement with respect to Model 2. Model 3 however, performed in between Model 2 and Model 4. The respecification of Model 4 for the US dataset improved the prediction, presumably because it took local conditions into account that were not included in Model 3. Thus, respecifications help to improve local predictions but harm extrapolation capability.

Finally, let us compare the performance of Model 6 with those of Models 2 to 4.
4.4. Discussion

Bearing in mind that Model 3 is the representation of the initial (Argentinian) conceptual model, as it was not subject to respecifications, it is interesting to see that it performed similarly to Model 6. Also, Model 4 was superior to Model 6 in terms of AVE, which confirms the results of the previous chapter (Chapter 3), where SEM also had slightly better performance than MLR.

4.4.2. Comparison of Argentinian and US models

The original graphical model (Chapter 3) was respecified for two different study areas, here represented by the Reference model and Model 4. Both models are presented schematically in Fig. 4.8. This figure allows to analyse how different data change the graphical model through the respecification process. In order to compare these models, we focus first on the differences between links among soil properties, and then on the differences between links among soil properties and covariates.

Some of the differences among soil property interrelationships are the connections from the B horizon Clay to A and B horizon OC in the US case that are absent in Argentina. Instead, there is a link between A horizon Clay and A horizon OC in Argentina that is absent in United States. In other words, the clay content of the B horizon controls the OC content of the A and B horizons in the US case, while it is the clay content of the A horizon that controls the OC of the A horizon in Argentina. Both models show a stronger relationship between Clay and CEC than between OC and CEC, which fits with literature for soils that are clayey like these (Brady and Weil, 2014). Also, B and C horizon OC do not affect CEC because of the negligible amount of organic matter in these horizons (Fig. 4.2). Coincidently, both models present a negative error covariance between C horizon Clay and C horizon OC and between B horizon Clay and A horizon CEC, which means that an overestimation of one soil property occurs simultaneously with an underestimation of the other soil property, and vice versa, which could be related to a change in the type of clay mineralogy or in another soil property, such as pH.

Models differed strongly in the relationships between covariates and soil properties. There are strong relationships present in one case while they are absent in the other. For example, in the Argentinian case (Fig. 4.8) land surface temperature (LSTM) slightly influences Clay of the B horizon, while LSTM is an important covariate to determine the OC of the A horizon and Clay of the C horizon in the US case (Fig. 4.8). Something similar occurs with NDWI (.A and .B) and OC of the A horizon, which in Argentina do not have any effect, while in the United States these are important covariates. Poggio et al. (2013) also found that NDWI was significantly important to predict OC. It seems that the Argentinian case is an exception to this rule. Finally,
Figure 4.8: Graphical mathematical models with parameters from the United States case study (a) and Argentina case study (b). Only statistically significant coefficients are shown in both graphs. Continuous red and green arrows represent $B$ and $\Gamma$ matrices, continuous black arrows represent $K$, $\Psi$ and $\Theta$ matrices. Dashed double-headed arrows represent model error correlations. Line thickness represents coefficient magnitude, red colours are for negative coefficients and green colours for positive coefficients. Observed soil properties are $y_i$ boxes that are named with their property name and horizon, i.e. Clay.A. Latent variables are $\eta_i$ boxes with the name of the observed variable and an “r” for “real”, such as Clay.Ar.
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Some relations were quite similar in both cases, such as those between DEM and C horizon Clay and between EVI standard deviation and A horizon Clay.

4.4.3. Validity of the conceptual model

Model validity assessment (Bagozzi and Yi, 1988), may become relevant for soil mapping. It consists of calibrating a model with data from different datasets. The main objective in most SEM studies is to analys whether a model is adequate enough to support the hypotheses that have led to the conceptual model. The smaller the differences between the model for different datasets, the larger the robustness of the model. In our case, this procedure might make the model more generic and less precise (poorer fitting measures) for a particular study area, but more accurate for extrapolation purposes.

We can assess the validity of the SEM conceptual model by comparison of Model 4 and the Reference model, since these were generated from the same hypotheses. Pairs of variables with similar coefficients support the pedological theories behind the coefficients, while large differences between coefficients of the same pair of variables indicate a lack of support. We found that the conceptual model has a theoretically well-supported component, which is to characterise the relationships between soil properties, and a weaker component related to relationships between covariate and soil properties.

The well-supported component is consistent in both models (Fig. 4.8), although there are some differences that can have pedological implications. For example, the US case study shows, as expected, strong relationships between the clay content of the three horizons, but in Argentina these relationships are weak, especially those between the A horizon and the other horizons. This might support the idea that the A horizon is younger than the B and C horizons (Kröhling and Iriondo, 2003).

Comparison with the US case strengthens this idea since in the US case study, where all horizons that belong to a second parent material were removed, the soil properties show a stronger correlation between horizons, particularly in the case of Clay. From a pedological point of view, we may think that a higher clay percentage in the B horizon implies a larger water holding capacity for plants and other organisms, which would improve biomass production, hence increase OC in the A horizon. However, this is only true when water is a limiting resource for organisms, such as in the US study area. If weather conditions are more humid, like in the Argentinian case, an increase in clay percentage in the B horizon may not affect organic matter production in the A horizon.

When looking at the relationships between covariates and soil properties, the
weakly-supported component of both models (Fig. 4.8), latitude, longitude and altitude have a large influence on the soil properties in both models, particularly on the clay percentage, which may be explained by the spatial distribution of the parent material. Also, mean LST, standard deviation of EVI and NDWI moderately contribute to explain soil property variance, but the mechanisms behind these links are harder to explain than in the other relations, since they are partial proxies of different soil-forming factors.

Model 4 shows poorer performance than the Reference model (Table 4.2). This might be due to the large difference in sampling density and area size between both study areas. The relationships between covariates and soil properties may be different in large and heterogeneous areas, since it may include different environmental conditions. In this regard, some US covariates tend to have a bimodal distribution (Fig. 4.3), while the distributions of the soil properties are unimodal. These bimodal distributions, therefore, can mean that there are two distinct environments within the area.

### 4.4.4. Challenges of extrapolating soil mapping models

Extrapolation of soil mapping models faces a range of difficulties. For example, Grinand et al. (2008) found that the predictive power of their model remained low when applied to an extrapolation area, but was much higher when applied to a validation dataset from the same calibration area. They associated this finding to the fact that validation data were spatially autocorrelated with calibration data, which increased its accuracy measures, and so the lack of spatial correlation between calibration and extrapolation locations decreased the same accuracy measures. On the other hand, Malone et al. (2016) extrapolated a model from one area to another area located in the same region. They tested the similarity between the areas on the basis of the available covariates and found that only about half of the area was similar. Then, they found that the predictive power of a model depended on the similarity between calibration and extrapolation study areas.

In this study, we found that the predictive power of the model depends largely on the similarity of system variable relations. Dissimilarity of covariates might cause differences in the system variable relationships, but not necessarily. The main factor of model extrapolation failure is ultimately the mismatch of the model structure and/or model coefficients, which are defined on the basis of those system variable interrelationships. In this study, we found that some relationships between the same pair of variables were opposite in sign between calibration and extrapolation areas. This, of course, damages the validity of the coefficients and consequently, the per-
formance of the whole model.

4.5. Conclusions

We tested the extrapolation potential of a SE model by applying a SE model developed for an Argentinian study area to a study area in the Great Plains of the United States for prediction of three soil properties of three major horizons. We compared the performances of several SE models, which differed in the degree in which we allowed data from the extrapolation area to change the structure and coefficients of the SE model. We also added MLR models to the comparison. The main conclusions of this study are:

- An extrapolated conceptual model from Argentina calibrated with US data performs slightly better than a MLR model calibrated with US data.

- System relationships that were well supported by pedological knowledge, such as soil property relationships, showed consistent and equal behaviour in both study areas. Other relationships, such as between covariates and soil properties, differed much more between models. An explanation for this can be that the covariates used here were poor proxies of the true soil-forming factors and that covariates of the two regions were not exactly the same.

- A deeper understanding of the real soil-forming factors and the soil evolution might lead to create better covariates to strengthen conceptual models for DSM.

- Knowledge-based model specifications are more effective than data-driven re-specifications for extrapolation of the SEM conceptual model.

- Respecifications (model modifications) can improve local prediction but will usually harm the extrapolation capability of a model.

- While extrapolation of a calibrated model may often be discouraged because of poor prediction accuracy, extrapolation of the conceptual model through the SEM graphical model is a viable alternative. In this way, pedological knowledge about the calibration area can be combined with soil and covariate data from the extrapolation area.
Chapter 5

Including spatial correlation in structural equation modelling of soil properties

Digital soil mapping techniques usually take an entirely data-driven approach and model soil properties individually and layer by layer, without consideration of interactions. In previous studies we implemented a structural equation modelling (SEM) approach to include pedological knowledge and between-properties and between-layer interactions in the mapping process. However, as SEM is commonly applied in the social sciences and econometrics, it typically does not consider spatial correlation. Therefore, the goal of this chapter was to extend SEM by accounting for residual spatial correlation using a geostatistical approach. We assumed second-order stationarity and estimated the semivariogram parameters, together with the usual SEM parameters, using maximum likelihood estimation. Next, spatial prediction was done using regression kriging. We summarise the mathematics of both SEM and the geostatistical model, as well as the process to combine them. The methodology is applied to mapping cation exchange capacity, clay content and soil organic carbon for three soil horizons in a 150 100 km$^2$ study area in the Great Plains of the United States. The calibration process included all parameters used in lavaan, a software implementation of SEM, plus two extra parameters to model residual spatial correlation. The residuals showed substantial spatial correlation, which indicates that including spatial correlation yields more accurate predictions. This was confirmed by cross-validation. We also compared the standard SEM and the spatial SEM approaches in terms of SEM model coefficients. Differences were significant but none of the coefficients changed sign. Presence of residual spatial correlation suggests that some of the causal factors that explain soil variation were not captured by the set of covariates. In such case it is worthwhile to search for additional covariates leaving only unstructured residual noise, but as long as this is not achieved, it pays off to include residual spatial correlation in mapping using SEM.

Based on:

Chapter 5. Including spatial correlation in SEM of soil properties

5.1. Introduction

Many national and international programs require accurate and detailed soil information, such as the Sustainable Development Goals of the United Nations (defined in 2014) and the 4 per 1000 initiative (Conference of the Parties to the United Nations Framework Convention on Climate Change in Paris in 2015). It is now common to produce spatially explicit soil information at global and national scales with digital soil mapping techniques (Hengl et al., 2017; Minasny et al., 2017).

Digital soil mapping (DSM) makes use of field and laboratory soil data, environmental covariates and a statistical model to predict soil properties or soil type at unmeasured locations. Most DSM studies take an entirely data-driven approach and model the soil spatial variation layer by layer and for individual soil properties separately. Mechanistic soil process knowledge and interactions between layers and soil properties is often ignored.

In previous studies we have investigated the potential use of structural equation modelling (SEM) (Chapter 2, Chapter 3 and Chapter 4) for DSM. The SEM methodology consists of a system of equations derived from a pedological conceptual model, which defines and supports interrelations in the soil-landscape system. The system of equations that forms the core of SEM was calibrated using empirical data from a study area in the Argentine Pampas. We analysed to what degree the empirical data agreed with the conceptual model and used the calibrated SEM for simultaneous prediction of multiple soil properties at multiple layers.

The strength of SEM is that it blends process-driven and data-driven approaches, by using mechanistic principles to define the model structure and empirical principles to calibrate and refine the model. However, SEM typically does not account for spatial correlation, other than through the spatial structure of the covariates. Spatial SEM applications could benefit from taking spatial correlation into account explicitly. Lamb et al. (2014) removed spatial autocorrelation from the system variables by analysing model correlations at different lag distances. Wall (2012) extended SEM by assuming that the system variables are spatially dependent, through (cross-) correlation of the stochastic residuals. They took a spatial lattice approach and combined SEM with a conditional autoregressive model to represent behavioural risk factor surveillance survey data.

In this study we extend SEM by accounting for residual spatial correlation using a geostatistical approach. We take a geostatistical approach because this better meets the characteristics of soil data, that typically vary continuously in space. We assume second-order stationarity and estimate the semivariogram parameters, simultaneously with the usual SEM parameters, using a maximum likelihood approach. Next,
spatial prediction is done using regression kriging, where the trend part is defined by the SEM structural equation. The methodology is applied to mapping cation exchange capacity, clay content and soil organic carbon for three soil horizons in a 150 100 km² study area in the US Great Plains.

5.2. Materials and methods

5.2.1. Structural equation model

SEM methodology has been described in various text books, such as Jöreskog and Sörbom (1981); Bollen (1989). We have used SEM to predict spatially several soil properties (Chapters 2, 3, and 4). Here, we first summarise the main equations of SEM, including parameter estimation and prediction, and next extend the methodology to include spatial correlation. The components of the various equations presented in this section are described in Table 5.1.

Model definition

The system of equations of SEM is characterised by the structural model and the measurement model. The first is defined as follows:

\[
\begin{align*}
\eta &= B\eta + \Gamma \xi + \zeta \\
E[\xi] &= E[\zeta] = 0 \\
Var(\xi) &= \Phi, Var(\zeta) = \Psi
\end{align*}
\]

(5.1)

where \(\eta\) is a vector of latent endogenous variables, \(\xi\) a vector of latent exogenous variables and \(\zeta\) a vector of structural errors. The diagonal elements of \(B\) are zero, \(\xi\) and \(\zeta\) are mutually independent and normally distributed. Their variance-covariance matrices are given by \(\Phi\) and \(\Psi\), respectively.

The measurement model is given by:

\[
\begin{align*}
Y &= K\eta + \epsilon \\
X &= \Lambda \xi + \delta \\
E[\epsilon] &= E[\delta] = 0 \\
Var(\epsilon) &= \Theta_\epsilon, Var(\delta) = \Theta_\delta
\end{align*}
\]

(5.2)
Table 5.1: SEM components, adapted from Bollen (1989)

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Dimension</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \eta )</td>
<td>( n \times 1 )</td>
<td>Latent endogenous variable</td>
</tr>
<tr>
<td>( \xi )</td>
<td>( m \times 1 )</td>
<td>Latent exogenous variable</td>
</tr>
<tr>
<td>( \zeta )</td>
<td>( n \times 1 )</td>
<td>System error</td>
</tr>
<tr>
<td>( B )</td>
<td>( n \times n )</td>
<td>Coefficients for latent endogenous variable</td>
</tr>
<tr>
<td>( \Gamma )</td>
<td>( n \times m )</td>
<td>Coefficients for latent exogenous variables</td>
</tr>
<tr>
<td>( \Phi )</td>
<td>( m \times m )</td>
<td>Variance–covariance matrix of ( \xi )</td>
</tr>
<tr>
<td>( \Psi )</td>
<td>( n \times n )</td>
<td>Variance–covariance matrix of ( \zeta )</td>
</tr>
</tbody>
</table>

Measurement model

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Dimension</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Y )</td>
<td>( p \times 1 )</td>
<td>Measured variable of ( \eta )</td>
</tr>
<tr>
<td>( X )</td>
<td>( q \times 1 )</td>
<td>Measured variable of ( \xi )</td>
</tr>
<tr>
<td>( z )</td>
<td>( (p + q) \times 1 )</td>
<td>Values of ( y ) and ( x ) variables</td>
</tr>
<tr>
<td>( \varepsilon )</td>
<td>( p \times 1 )</td>
<td>Measurement error of ( y )</td>
</tr>
<tr>
<td>( \delta )</td>
<td>( q \times 1 )</td>
<td>Measurement error of ( x )</td>
</tr>
<tr>
<td>( K )</td>
<td>( q \times m )</td>
<td>Coefficients between ( y ) and ( \eta )</td>
</tr>
<tr>
<td>( \Lambda )</td>
<td>( p \times n )</td>
<td>Coefficients between ( x ) and ( \xi )</td>
</tr>
<tr>
<td>( \Theta_\varepsilon )</td>
<td>( p \times p )</td>
<td>Variance–covariance matrix of ( \varepsilon )</td>
</tr>
<tr>
<td>( \Theta_\delta )</td>
<td>( q \times q )</td>
<td>Variance–covariance matrix of ( \delta )</td>
</tr>
</tbody>
</table>

Spatial model

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Dimension</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( s, s_k )</td>
<td>( 2 \times 1 )</td>
<td>Measurement locations ((k = 1 \ldots N))</td>
</tr>
<tr>
<td>( a )</td>
<td>scalar</td>
<td>Range</td>
</tr>
<tr>
<td>( h )</td>
<td>scalar</td>
<td>Euclidean distance</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>scalar</td>
<td>Nugget-to-sill ratio</td>
</tr>
<tr>
<td>( c(h) )</td>
<td>scalar</td>
<td>Correlation function value at distance ( h )</td>
</tr>
</tbody>
</table>

where \( \varepsilon \) and \( \delta \) are mutually independent normally distributed variables that are independent of all previously defined variables. In what follows, we will assume that \( K \) and \( \Lambda \) are identity matrices (hence \( p = n \) and \( q = m \)). Note also that all variables are assumed to have zero mean. In practice, this is accommodated by standardising the observations of individual measurement variables prior to modelling.
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Parameter estimation

The variance–covariance matrix of the vector of measurement variables \( Z = [Y^T X^T]^T \) follows from the SEM system of equations. It is given by:

\[
Var(Z) = \Sigma(\theta) = \begin{bmatrix}
    (I - B)^{-1} (\Gamma \Phi^T + \Psi) ((I - B)^{-1})^T + \Theta_\epsilon \\
    \Phi^T ((I - B)^{-1})^T \\
    \Phi + \Theta_\delta
\end{bmatrix}
\] (5.3)

Here, \( \theta \) represents all parameters contained in \( B, \Gamma, \Phi, \Psi, \Theta_\epsilon \) and \( \Theta_\delta \). The parameters \( \theta \) are most commonly derived using maximum likelihood estimation. In practice, some of the elements of \( \theta \) will not be estimated but assumed known. For instance, many elements of \( B \) and \( \Phi \) will be assumed zero because not all exogenous and endogenous variables have a direct effect on (other) endogenous variables. In what follows, we will further assume that \( \Theta_\delta = 0 \) and that \( \Theta_\epsilon \) is a known diagonal matrix.

We will represent \( \Phi \) with the empirical variance–covariance matrix derived from the \( N \) observation vectors \( x_k, k = 1 \ldots N \).

We summarise the maximum likelihood estimation procedure explained in Bollen (1989, Appendix 4A). Since we assume multivariate normality and all measured variables have zero mean, the probability density \( f(z; \Sigma(\theta)) \) of \( Z \) is given by:

\[
f(z; \Sigma(\theta)) = (2\pi)^{-(p+q)/2} |\Sigma(\theta)|^{-1/2} \exp \left[ -\frac{1}{2} z^T \Sigma(\theta)^{-1} z \right]
\] (5.4)

In conventional SEM we assume that the \( N \) observation vectors \( z_k (k = 1 \ldots N) \) are realisations of independent random vectors \( Z \). Because of independence, their joint density is the product of the marginal densities:

\[
f(z_1, z_2, \ldots, z_N; \Sigma(\theta)) = f(z_1; \Sigma(\theta)) \cdot f(z_2; \Sigma(\theta)) \ldots f(z_N; \Sigma(\theta)) = (2\pi)^{-N(p+q)/2} |\Sigma(\theta)|^{-N/2} \exp \left[ -\frac{1}{2} \sum_{k=1}^{N} z_k^T \Sigma(\theta)^{-1} z_k \right]
\] (5.5)

For parameter estimation we treat this as a function of the parameters \( \theta \) and minimise the negative log-likelihood:

\[
-log L(\theta) = \frac{N(p + q)}{2} \log(2\pi) + \frac{N}{2} \log(|\Sigma(\theta)|) + \frac{1}{2} \sum_{k=1}^{N} z_k^T \Sigma(\theta)^{-1} z_k
\] (5.6)
Prediction

Prediction of the latent endogenous variable $\eta$ is not very common in the SEM literature because SEM is mostly applied in the social sciences, where parameter estimation and interpretation are the main objectives. However, in a soil mapping context prediction is important because the ultimate aim is to make a soil map. Prediction of the endogenous variables from observations of the exogenous variables is easily achieved as (Section 2.2.5):

$$\hat{\eta} = (I - B)^{-1} \Gamma x$$

with prediction error variance given by:

$$Var(\eta - \hat{\eta}) = (I - B)^{-1} \Psi (I - B)^{-1}^T$$

(5.8)

Note that these results make use of the assumption that $\Lambda = I$ and $\Theta_\delta = 0$, but that it would not be difficult to generalise these to a case where these assumptions are not made. Note also that Eq. 5.8 assumes that the model parameters are known and hence it does not include uncertainty caused by parameter estimation error.

5.2.2. Generalisation to the spatially correlated case

We now drop the assumption that vectors $Z_k = Z(s_k)$, $k = 1 \ldots N$ are statistically independent (note the change of notation by making explicit that observations are taken at geographic locations $s_k$). This is not a realistic assumption in a spatial setting, where variables $Z(s_k)$ and $Z(s_l)$ are likely to be correlated when the distance between locations $s_k$ and $s_l$ is relatively small. We extend the basic model Eq. 5.1 by allowing $\xi$ and $\zeta$ to be spatially correlated. We model the covariance between $Z(s_k)$ and $Z(s_l)$ as:

$$\text{Cov}(Z(s_k), Z(s_l)) = \Sigma(\theta) c(|s_k - s_l|)$$

(5.9)

where the correlation function $c$ is given by:

$$c(h) = \begin{cases} 
1 & \text{if } h = 0 \\
(1 - \alpha) \exp(-\frac{h}{a}) & \text{if } h > 0
\end{cases}$$

(5.10)

where $\alpha$ is the nugget-to-sill ratio and $a$ the “range” parameter (i.e., a measure of the spatial correlation length). Note that we assumed an isotropic, stationarity ex-
ponential correlation model that has the same parameter values for all endogenous and exogenous variables. More flexibility would be offered if the parameters were allowed to be variable-specific (see Discussion Section).

Parameter estimation

We use maximum likelihood estimation as before. However, since the \( N \) observation vectors are no longer independent, we can no longer use Eq. 5.5. Instead, the joint density of the \( Z_k, k = 1 \ldots N \) is given by:

\[
\begin{align*}
 f(z(s_1), z(s_2), \ldots, z(s_N); \Sigma(\theta), \alpha, a) &= \left(2\pi\right)^{-N(p+q)/2}|\Sigma_{all}(\theta, \alpha, a)|^{-1/2} \exp \left[-\frac{1}{2} z_{all}^T \Sigma_{all}(\theta, \alpha, a)^{-1} z_{all}\right] \\
\end{align*}
\] (5.11)

where the \( N \cdot (p+q) \) vector \( z_{all} \) is a concatenation of all \( z(s_k), k = 1 \ldots N \) and where the \( N \cdot (p+q) \times N \cdot (p+q) \) matrix \( \Sigma_{all}(\theta, \alpha, a) \) is given by a Kronecker product:

\[
\Sigma_{all}(\theta, \alpha, a) = \Sigma(\theta) \otimes C(\alpha, a) \quad (5.12)
\]

The \( N \times N \) matrix \( C(\alpha, a) \) contains the correlations at distances between observation locations:

\[
C(\alpha, a)[k, l] = c(|s_k - s_l|) \quad k, l = 1 \ldots N \quad (5.13)
\]

The corresponding negative log-likelihood now becomes:

\[
-\log L(\theta) = \frac{N(p+q)}{2} \log(2\pi) + \frac{1}{2} \log(|\Sigma_{all}(\theta, \alpha, a)|) + \frac{1}{2} z_{all}^T \Sigma_{all}(\theta, \alpha, a)^{-1} z_{all} \quad (5.14)
\]

This can be minimised using numerical search algorithms (see Section 5.2.3). Computations can take much time because each iteration of the numerical search algorithm involves evaluation of the inverse and determinant of \( \Sigma_{all} \). This can be a large matrix (in the case study discussed in Section 5.2.3 it is \( 2,754 \times 2,754 \)), but computation of its determinant and inverse can be speeded up dramatically by making use of properties of the Kronecker product (Steeb, 2012).
Prediction

Prediction of the endogenous variable $\eta$ starts with Eq. 5.7, but since the prediction error $\eta - \hat{\eta}$ is spatially correlated, mapping accuracy can be improved by predicting $\eta - \hat{\eta}$ at all non-observation locations using the “observed” prediction errors $y_k - \hat{y}_k, k = 1 \ldots N$. The interpolated residuals can then be added to the “trend” obtained with Eq. 5.7. This approach boils down to regression kriging (Hengl et al., 2004). In this case, where we have multiple variables that are jointly normal and whose means are known (i.e., zero), the residuals are predicted using simple cokriging, which boils down to computing the conditional normal distribution.

For two jointly normal vectors $U$ and $V$, the distribution of $U$ given $V = v$ is given by (Hogg and Craig, 1995, Chapter 2):

$$\{U|V = v\} \sim N \left( C_{UV} C_{VV}^{-1} v, C_{UU} - C_{UV} C_{VV}^{-1} C_{VU} \right)$$

(5.15)

We make use of this by substituting the $n$-vector $\eta(s_0) - \hat{\eta}(s_0)$ for $U$ and the $n \cdot N$ concatenation vector $\{Y(s_k) - \hat{\eta}(s_k), k = 1 \ldots N\}$ for $V$. The elements of the variance–covariance matrices $C_{UU}, C_{VV}, C_{UV}$ and $C_{VU}$ are derived using Eqns. 5.8 and 5.9:

$$\text{var}(\eta(s_0) - \hat{\eta}(s_0)) = (I - B)^{-1} \Psi ((I - B)^{-1})^T$$

(5.16)

$$\text{var}(Y(s_k) - \hat{\eta}(s_k)) = \text{var}(\eta(s_k) + \epsilon(s_k) - \hat{\eta}(s_k))$$

$$= (I - B)^{-1} \Psi ((I - B)^{-1})^T + \Theta_k, \quad k = 1 \ldots N$$

(5.17)

$$\text{cov}(Y(s_k) - \hat{\eta}(s_k), Y(s_l) - \hat{\eta}(s_l)) = ((I - B)^{-1} \Psi ((I - B)^{-1})^T + \Theta_k) \cdot c(|s_k - s_l|), \quad k, l = 1 \ldots N$$

(5.18)

Thus, prediction maps of all soil properties are obtained by adding the conditional mean as given in Eq. 5.15 to the trend obtained with Eq. 5.7, while prediction error variance maps are derived from the conditional variance given in Eq. 5.15.
5.2. Materials and methods

5.2.3. Case study

We used the spatial SEM approach for modelling the interrelations among soil properties and environmental variables ("covariates") and predict the soil properties from soil observations at sampling locations and covariate maps. Soil observations are generally collected from soil profiles. Each soil profile is divided into layers, generally named horizons, defined by their depth and thickness, which can vary between profiles. At each sampling location, soil properties are measured at each horizon. Covariate maps are available as raster maps, exhaustively distributed over the whole study area.

Study area

The study area is located in the USA Great Plains, between latitudes 37°42′ N and 41°30′ N and longitudes 96°30′ W and 102°06′ W. The area is about 150 100 km² in size and covers parts of the states Nebraska and Kansas (Fig. 5.1). The main parent materials of this region are limestone and shale, covered by aeolian sediments (loess). Although the area was originally grassland, much of it has been changed into cropland. The remaining grassland is used for grazing cattle. The annual precipitation ranges from 500 mm in the west to 800 mm in the east.

Soil profile data were taken from the SSURGO2 database (Soil Survey Staff, 2016). Three soil properties were selected for modelling and mapping: soil organic carbon.
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Figure 5.2: Correlation graphs of soil properties by horizon. The upper right triangle shows Pearson correlation coefficients between properties, the diagonal presents histograms and the lower left triangle scatter plots. Soil properties are abbreviated such that the name of the soil property is followed by the horizon name and separated by a dot. Clay.A represents the clay percentage in horizon A, Clay.B is the clay percentage in horizon B, and so on. OC is organic carbon and CEC is cation exchange capacity.

(OC, in mass percentage), clay content (in mass percentage), and cation exchange capacity (CEC, in cmol, kg$^{-1}$ soil) for three major horizons: A, B and C. Initially, 492 soil profiles were fetched, but only those profiles that fulfilled the following criteria were selected: (1) it must have an A, B and C horizon; (2) it must not have missing values for CEC, OC and Clay; (3) the horizons should not belong to a buried soil profile that might be indicative of a parent material discontinuation; and (4) multiple profiles must not share the same spatial coordinates. We grouped all subdivisions of A, B and C horizons, such as Ap, A1, A2, Bt, Bw, etc. to the master horizon level, and excluded transitional horizons, such as AB, BA, AC, BC, etc. The total number of retained soil profiles was 147 (Fig. 5.1). Fig. 5.2 shows a correlation graphs of the soil properties by horizon.

Environmental covariates were derived from freely accessible and globally available remote sensing products and processed using the same methodology as in Chapter 3. The source data are the SRTM DEM (Farr and Kobrick, 2000) and products from the
moderate-resolution imaging spectroradiometer (MODIS). From the SRTM DEM we derived altitude (DEM), terrain wetness index (TWI) and vertical distance to channel network (VDCHN). From a 15 years time series of MODIS images, we computed the standard deviation of the enhanced vegetation index (EVISD) and the mean landsurface temperature and emissivity (LSTM). Finally, we computed time series of the normalised difference of water index, using the procedure described in Poggio et al. (2013). From this series, we computed the mean values from 4 July to 20 August (NDWI.A) and the mean from 7 April to 1 May (NDWI.B). Covariates VDCHN, TWI were log-transformed and NDWI.A was transformed to the cubic root to obtain a sufficiently symmetric distribution. As in a previous chapter (e.g. Chapter 4), we also included the geographical latitude (LAT) and longitude (LON) as covariates, since these might indicate regional differences in parent material.

Model specifications and accuracy assessment

In order to assess the added value of the new approach, we compared the performance of a non-spatial, standard SE model fitted in a previous study for this region (Chapter 4) with the performance of the spatial SE model. The standard SE model takes the interrelations between soil properties and between soil properties and covariates into account. Details of the conceptual model and model specification are given in Chapter 4. The standard SEM and the spatial SEM did not differ in their specification, which means that both have the same SEM system parameters (although the optimised parameter values may differ, as we will see below), but the spatial SEM has two additional parameters, namely $\alpha$ and $a$. Standard SEM was specified and calibrated with the lavaan package (Rosseel, 2012). Resulting parameter estimates and two coefficient equal to 0.5 for $\alpha$ and $a$ were set as starting values for calibration of the spatial SEM, which was calibrated under the R (R Core Team, 2017) environment. We used the PORT routines (nlminb function of the stats package) to minimise the negative log-likelihood. Standard errors were estimated using the lavaan approach.

To assess the performance of both models, we computed the mean error (ME), the root mean square error (RMSE) and the amount of variance explained (AVE) of the predicted soil properties. We computed these statistics using leave-one-out cross-validation, in the same way as in Chapter 3. Thus, soil data from all $N$ sampling locations were put aside one by one, each time using the remaining data to calibrate the models and predict at the location that was left out.
5.3. Results and discussion

5.3.1. Graphical model

The nugget-to-sill ratio $\alpha$ of the calibrated spatial SE model was 0.41. The range parameter $a$ was estimated as 47.2 km, which means that the effective range of spatial correlation is about 142 km, which is considerable, given the extent of the study area (about $350 \text{ km} \times 400 \text{ km}$). The large range and modest nugget-to-sill ratio together indicate that there is substantial residual spatial correlation.

Fig. 5.3 shows the graphical model. The estimated values of several coefficients differed from those of the standard SEM model calibrated with the same data (Chapter 4), although differences were never greater than 0.3, and none of the coefficients changed sign. Note that all variables were standardized to have zero mean and standard deviation equal one. Some relations were no longer significant, such as those between EVISD and CEC of B horizon, between LSTM and OC of A horizon and between NDWI.B and OC of A horizon. Note that this does not mean that these links do not exist, but that there was not enough statistical evidence that the coefficients are different from zero. Legendre (1993) reported that including spatial correlation increases the standard error of the estimates, what can make that some coefficients become non significant.

We notice a substantial increase of the LON coefficient but this effect is compensated by an increase of the DEM coefficient. The two effects compensate each other because LON and DEM are negatively correlated (correlation coefficient -0.97). So it is difficult to interpret these changes from a pedological point of view.

Presence of a fairly strong residual spatial autocorrelation suggests that one or more important external factors are missing, and hence not captured by the used set of covariates. We hypothesise that the climate factor is well represented by the annual mean land surface temperature (LSTM) and the two wetness indices (NDWI. A and NDWIB). The Organism factor might be partially represented, because we did not included land use type. Some areas within the region are being irrigated, which highly impacts the response of the MODIS products. By including the land use we could model these region in a different way. Probably, the parent material is the worst represented of the soil-forming factors. Gunal and Ransom (2006) reported variation in clay mineralogy within the study area, which might have a large impact in the CEC. This could be solved by including data from gamma-ray sensor which are highly correlated with the parent material (Cook et al., 1996).

Fig. 5.4 shows the semivariograms and cross-semivariograms of the residuals
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Figure 5.3: Graphical model, with model coefficients for the spatial model. Italic bold numbers represent calibrated coefficients, normal font numbers are fixed parameters. Red and green continuous arrows represent $\mathbf{B}$ and $\mathbf{\Gamma}$ matrices, where the thickness reflects the magnitude of the coefficient and the colour its sign; black continuous arrows represent non-zero elements in the $\mathbf{K}$, $\mathbf{\Psi}$ and $\mathbf{\Theta}_e$ matrices. Dashed double-headed arrows represent model error correlations. Acronyms of external factors (grey boxes) and soil properties are described in the main text. Letter “r” at the end of variable names refers to the true value of soil properties (e.g. OC.A is the observed organic carbon of the A horizon; OC.Ar is the true (“real”) OC of the A horizon).
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Figure 5.4: Semivariograms and cross-semivariograms of SEM residuals. Blue circles represent the experimental semivariograms, blue lines the semivariogram models.

\[ ((I - B)^{-1}\xi) \]

derived from the correlation function \( c \) and covariance matrix \( \Sigma(\theta) \). The semivariogram models fit the experimental semivariograms quite well, even though parameters \( \alpha \) and \( a \) were imposed to be the same for all system variables. There is a slight tendency to overestimate the partial sill of some variables (e.g., CEC and Clay of A horizon). A more flexible approach would allow that each variable and pair of variables had their own spatial correlation parameters, but this would lead to a dramatic increase of the total number of parameters, which will complicate the parameter estimation process. Moreover, it might become difficult to verify that the calibrated system satisfies the positive-definiteness requirement. An intermediate solution that would add flexibility while still ensuring positive-definiteness, would be to adopt the Linear Model of Coregionalisation (Wackernagel, 1995).
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5.3.2. Prediction maps and accuracy assessment

Fig. 5.5 shows the prediction maps of CEC, OC and Clay for all three horizons obtained with spatial SEM (Fig. 5.5a) and standard SEM (Fig. 5.5b). Note that we masked pixels that correspond with urban areas and water bodies, these are shown as white pixels inside the rasters. In general terms, the maps of clay and CEC for A and B horizons produced with spatial SEM show a similar pattern as those obtained with standard SEM. However, where residuals deviate from zero spatial SEM increases or decreases the predictions, which are shown as darker and lighter patches in the maps. This effect is most pronounced in the maps of OC of A and B horizons, where the standard SEM map shows a pattern mainly controlled by drainage and the spatial SEM shows an important kriging effect. The kriging effect is also present in the C horizon Clay and C horizon CEC maps. For instance, it increases spatial variation of predictions in the south-eastern part of the study area, as well as in the western parts.

Interestingly, the spatial SEM map of CEC produces a similar pattern as the spatial SEM clay map in some regions, such as in the south-east, and different patterns in other regions, such as in the south-west. The strong link between CEC and Clay of the C horizon (Fig. 5.3) indicates that an increase (or decrease) of Clay should also increase (or decrease) the CEC, unless there is a dramatic change in the type of clay mineralogy, which might be the case in the south-western region of the study area. Note that in this region the sampling density is low (Fig. 5.1), thus a change in mineralogy of an isolated soil sample affects the surroundings, even though the sample may not be representative of the entire region. Although a deeper investigation is needed to explain these discordances, the method implemented reflects the added value of joint modelling of multiple soil properties using SEM.

The spatial SEM approach outperformed the standard SEM in terms of accuracy (Table 5.2). The MEs of the spatial SEM show a slight bias for some variables, but their magnitude is small compared with RMSE. Including residual spatial autocorrelation dramatically improved the AVE of CEC of A and C horizons and the AVE of clay of B and C horizons. When grouping predictions over horizons, spatial SEM leads to notable improvement for CEC and clay, while for OC the improvement is negligibly small. Fig. 5.6 shows the observations against the leave-one-out cross-validation predictions. This confirms that the best predictions are obtained for clay, followed by CEC and OC. It also confirms that a substantial part of the spatial variation of the soil properties is not explained by the model.
Figure 5.5: Prediction maps of cation exchange capacity (CEC) ($\text{cmol}_e \text{ kg}^{-1}$), organic carbon (OC) (mass %), and Clay (mass %) for the A, B, and C horizons using spatial SEM model (a) and standard SEM model (b).
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Table 5.2: Leave-one-out cross-validation accuracy measures of standard SEM and spatial SEM.

<table>
<thead>
<tr>
<th>SP</th>
<th>Hor.</th>
<th>Standard SEM</th>
<th>Spatial SEM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>ME</td>
<td>RMSE</td>
</tr>
<tr>
<td>SP</td>
<td>A</td>
<td>0.01</td>
<td>5.56</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>0.01</td>
<td>5.87</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>0.00</td>
<td>6.39</td>
</tr>
<tr>
<td>CEC</td>
<td>A</td>
<td>0.00</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>0.00</td>
<td>0.23</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>0.00</td>
<td>0.11</td>
</tr>
<tr>
<td>OC</td>
<td>A</td>
<td>0.00</td>
<td>7.92</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>0.00</td>
<td>8.68</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>0.01</td>
<td>9.38</td>
</tr>
<tr>
<td>Clay</td>
<td>Joint</td>
<td>0.00</td>
<td>5.95</td>
</tr>
<tr>
<td></td>
<td>OC</td>
<td>0.00</td>
<td>0.36</td>
</tr>
<tr>
<td></td>
<td>Clay</td>
<td>0.00</td>
<td>8.68</td>
</tr>
</tbody>
</table>

SP is soil properties, Hor. is horizons, ME is mean error, RMSE is mean root square error, AVE is amount of variance explained.

5.3.3. Spatial SEM scope and limitations

The methodology presented showed how residual spatial correlation can be successfully integrated in the SEM framework. Future work could extend this by incorporating an integrated model evaluation approach (Bollen, 1989, Chapter 7, pp. 256), adding more flexibility in parametrisation of the multivariate residual, including uncertainty of parameter estimates in the prediction process, as well as incorporation of the method in generic and freely available software.

The first of these is probably the most essential. We did not measure the overall fit of the model, which target to measure in what extent the sample variance–covariance matrix departs from the model-implied variance–covariance matrix. We explained the model evaluation step with more details in Chapter 3. In this case, we can only argue that it must be more precise than the standard SEM, since the accuracy assessment that we have done shows substantial improvements.

A potential advantage of the spatial SEM approach is that it may aid the improvement of the conceptual model. Residual spatial autocorrelation is caused by mechanistic processes (Legendre, 1993), and hence presence of residual spatial correlation indicates that some causal factors have not been adequately incorporated in
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Figure 5.6: Scatterplots of observed against predicted soil properties obtained by leave-one-out cross-validation using spatial SEM. Columns are soil properties: cation exchange capacity (CEC), organic carbon (OC) and Clay. Rows are horizons A, B, C, and “Joint h.” (data for three horizons joined).

the model. Comparison of the strength of spatial correlation between different soil properties might indicate which soil forming factors are poorly represented. In the case study we imposed the same nugget-to-sill ratio and variogram range for all properties. If this condition was relaxed and these parameters allowed to vary by soil property, it might reveal which soil properties would benefit most from adding (proxies of) soil forming factors. This finding may then be combined with pedologic knowledge in search for appropriate additional covariates. If extension of the set of covariates would remove all residual spatial variation then this would indicate that all spatially structured soil forming factors have been adequately represented. Thus, analysing and modelling residual spatial autocorrelation can aid the conceptual model building process of SEM.
Taking it a step further, we might also try to include a causal model of spatial correlation. As yet this is very rare in DSM, but it has been applied in ecology to support theories of animal behaviour (e.g. Legendre and Fortin, 1989). In pedology, spatial processes such as lateral water flow, erosion, sedimentation and vegetation growth might be included in DSM. This brings us close to mechanistic soil modelling (Opolot et al., 2015; Temme and Vanwalleghem, 2016), which potentially is of great importance to DSM, especially when DSM is extended from mapping static soil properties to modelling and prediction of the distribution of soil properties in space and time.

5.4. Conclusions

In this study we have shown how to combine SEM with geostatistical interpolation. We illustrated the approach with a case where the spatial distribution of three soil properties over three soil horizons was modelled simultaneously. The main conclusions of this study are:

- Including residual spatial correlation in SEM can be achieved using a regression kriging approach.
- The spatial SEM method outperformed the standard SEM method in terms of prediction accuracy for a case study in the Great Plains of the United States.
- Modelling of residual spatial correlation would benefit from more flexibility than used in this study. More flexibility can be achieved by adopting the linear model of coregionalisation.
- Including residual spatial correlation influences the magnitude of calibrated SEM coefficients, as well as their standard errors, but it is not easy to explain the differences from a causal pedological perspective.
- The computational demand of the spatial SEM approach is modest for medium-size datasets but may become problematic for large datasets and studies involving a large number of soil properties.
- Presence of residual spatial correlation indicates that important covariates are missing in the SEM model. Analysis and modelling of residual spatial correlation can help improve the conceptual modelling step of SEM and the selection of appropriate covariates.
Chapter 6

Synthesis
6.1. Introduction

In Chapter 1 I argued that digital soil mapping (DSM) will benefit from including soil process knowledge in spatial prediction models, because in order to properly describe or map soil spatial variation, we need to understand soil behaviour. This is needed to answer questions such as: which are the dominant soil processes in a certain region? How will the soil react under increased productivity pressure? How vulnerable is the soil to erosion or pollution? How much organic carbon can we store in the soil at a given location? To answer these questions it is not enough to describe the soil in form of a map, but we also need to represent our knowledge about the soil (Bui, 2004). Structural equation modelling (SEM) is a knowledge-driven statistical modelling technique that allows to model complex relationships in a system. In this thesis I explored if SEM is a suitable technique to include pedological knowledge in DSM.

In this final chapter I discuss whether the objectives of this thesis were achieved and whether SEM is indeed a valuable addition to the DSM toolbox (Section 6.2). I will also look ahead and identify topics for future research (Section 6.3). Finally I will summarise my perception about the future of SEM in DSM (Section 6.4) and give the main conclusions of the thesis (Section 6.5).

6.2. What have we learned? Main findings of this thesis

The overall objective of this PhD thesis was to extend DSM with soil process information through the development, calibration, application and validation of a structural equation (SE) model. This objective was addressed through four specific objectives with associated research questions (Section 1.4), of which the results were presented in Chapters 2 to 5.

In this section I summarise the findings of the previous chapters by four topics and identify the main strengths and limitations of using SEM for DSM. Section 6.2.1 summarises and discusses the general merits and challenges of using SEM for DSM. In Section 6.2.2 I put SEM in the context of multivariate and multi-layer soil modelling and prediction. Section 6.2.3 explores the potential of model extrapolation. Finally, Section 6.2.4 considers the extension of SEM to account for spatial correlation in observational data.
6.2. What have we learned? Main findings of this thesis

6.2.1. Using SEM to include soil-forming processes in DSM

Translating pedological knowledge into a SE model

Process knowledge is incorporated in SEM in the first step of the modelling process (Fig. 6.1, step 1), when one defines a conceptual model and the associated graphical model. The conceptual model combines theories or hypotheses that explain how the system under study functions. One begins with defining a general theory on system functioning. Then one links these theories to measured variables. This is not an easy task, since hardly ever there is a one-to-one correlation between a theory in the conceptual model and the measured variables (Grace et al., 2012). Once the system variables to represent the conceptual model are identified, a graph is constructed that represents causal relationships between system variables by arrows (Fig. 6.1, step 2). After the structure of the model is defined, the model is ready to be calibrated (Fig. 6.1, step 3). The remaining steps were explained in Chapter 3 (Section 3.2.6), but here I concentrate on what I experienced for the first steps.

The first challenge in translating a conceptual soil-landscape model to a graphical model is to define proxies for the soil-forming factors, because usually the covariates lack direct pedological meaning. For example, the altitude above sea level, usually represented by a digital elevation model, is an important feature of the landscape and generally well-correlated with soil properties such as clay content, but the spatial distribution of clay depends on the type of landscape and its relative position, rather than on the altitude above sea level. Also, every soil-forming factor might be (partially) represented by several proxies (see Fig. 6.2 for an illustration), each of which could function as a proxy for multiple factors.
Figure 6.2: Graphical model of three soil properties. Grey continuous lines represent the theoretical relation between soil-forming factors and external factors. Black continuous arrows are cause and effect links. Black dashed arrows are expected correlations between system errors. External factors are described in Table 3.1. Soil system variables are abbreviated such that the name of the soil property is followed by the horizon name and separated by a dot, so that Clay.A represents the clay percentage in horizon A, Clay.B is the clay percentage in horizon B, and so on. OC is organic carbon and CEC is cation exchange capacity (copied from Chapter 3.)

The second challenge is to represent the soil-forming processes. This cannot be done exactly because SEM is not a dynamic model, unlike a mechanistic model (e.g. Opolot et al., 2015; Temme and Vanwalleghem, 2016). The graphical model can connect soil properties and proxies of soil-forming factors that affect these properties, but not the processes themselves. Instead, the soil-forming processes are implicitly used to support the connections, which later on are characterised by coefficients that are defined on the basis of the observed correlations between variables (Fig. 6.1, step 3). Clearly, if one variable has a causal effect on another, the two are correlated. But, a soil property can also be affected by different processes simultaneously. In the face of this situation, I had to compromise decisions to avoid excessively increasing the complexity of the model.
SEM is severely handicapped by the fact that it cannot represent dynamic processes. Even though the model construction takes mechanistic principles into account it will always be a simplified approximation of the real world processes. However, SEM does include process knowledge and interrelations, much better than prevailing empirical DSM methods such as linear regression, machine learning and kriging.

**Data-driven relations versus knowledge-based relations**

Data-driven relations refer to the relations between covariates and soil properties generated by a model. Usually, the process of covariate selection is done with an empirical approach, for instance through stepwise selection, or by just providing all available covariates, as is typically done when using machine-learning models. The importance of each covariate is measured and reported in terms of the number of times that it is used in the model (e.g. Poggio et al., 2013; Fitzpatrick et al., 2016; Hengl et al., 2017). In this context, however, the causes of these relations remain opaque and thus do not contribute substantially to an improved knowledge of the soil system.

Knowledge-based relations help to build the graphical model. Coefficients obtained from model calibration constitute new insights for the conceptual model, so they improve the system knowledge. However, defining knowledge-based relations is not a straightforward process. The selection of variables has been extensively discussed in the SEM arena. Pearl (1998) explained that the selection of variables is one of the most frustrating issues in causal analysis (which is the probabilistic analysis of causation –Section 1.2.3), because when we want to analyse the effect of one variable $X$ on another $Y$, we might want to take into account the variation caused by another variable $Z$. For instance, let us consider a case where we want to model the effect of land use (agriculture or pristine conditions), $X$, on soil organic carbon (SOC), $Y$, in a region with two different climates (dry or humid), $Z$. Let us assume that most agricultural plots are in the humid area, while the driest areas have a predominance of pristine conditions. If we use linear regression to predict the percentage of SOC by land use type (agriculture or pristine condition) without considering climate, we might conclude that agriculture has a positive effect on SOC, represented by a positive regression coefficient. But, if we include climate in the equation, we would probably see that agriculture has a negative effect on SOC, represented by a negative partial regression coefficient in a multiple linear regression. This well-known effect is known as Simpson’s paradox, which states that “…any statistical relationship between two variables may be reversed or negated by including additional factors in the analysis”. This effect also turns up in SEM.
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We encountered this issue in Chapter 2 where we noticed, for example, that exchange sodium percentage (ESP) of the A horizon \((esp.Ar)\) negatively affected the OC content of the A horizon \(\text{Fig. 2.8}\), while at the same time the ESP of the B horizon \((esp.Br)\) positively affected the OC content of the A horizon. This does not make sense from a pedological point of view as both relationships should be negative. Such problem is usually solved in the respecification process, where we add or remove arrows to the graphical model to correct for these type of problems. Therefore, Simpson’s paradox might be present in any empirical approach, including SEM, but the advantage when using SEM is that it becomes apparent in the calibrated graphical model, which allows us to correct the model.

Learning from data: the respecification process

The respecification process, which consists of modifying the original model, is a standard procedure in most SEM applications (Grace et al., 2012). For this reason we implemented this step in Chapter 3. Model respecification can be assisted exclusively by expert knowledge, for example by checking that the sign and magnitude of model coefficients make sense, and removing or adding alternative paths in the system, or it can be applied using exploratory analysis (Section 3.2.6 Model respecification; Bollen (1989), Chapter 7).

This last approach takes into account the differences between the model-implied variance–covariance matrix and the sample variance–covariance matrix, and suggests links between variables that could decrease the differences between the two matrices. The suggestions are provided in terms of a modification index, that estimates how much improvement the model would gain if a given link is included in the model. Since this index is a univariate indicator, the number of alternative links at every modification step can be very large. The task of the soil scientist is to decide which of the proposed modifications make sense from a pedological point of view. In our case study, we knew that, in theory, cation exchange capacity \((CEC)\) is not directly affected by any environmental covariate, because \(CEC\) is just a feature of the soil colloidal fraction. However, the model suggested to include a path between \(CEC\) (of the C horizon) and distance to the river \((river)\). I tried to compensate this lack of fitting by including indirect links, such as \(river \rightarrow Clay \rightarrow CEC\), but the model suggestions showed that it was not enough. I interpreted this difference due to the absence of other variables (not considered in the model, such as the type of parent material) correlated with both \(river\) and \(CEC\). Therefore, I decided to include a direct link \(river \rightarrow CEC\) for prediction purposes. This not only improved the performance of the prediction, but also pointed out topics that needs to be addressed in future studies. In this way, SEM is a useful tool to learn from the data.
Implications of the measurement error

Another interesting feature of SEM is its possibility to include explicitly measurement error in the model, and differentiate it from the model system error. Although most pedometricians might be aware of measurement error, it hardly ever is explicitly quantified and accounted for in DSM studies. Frequently, it is implicitly included within the error maps that are produced along with soil property maps. The error of those maps are generally assigned to the limitations of the statistical model or to the quality of the covariates, but hardly ever to the limited quality of the soil data. In SEM, instead, it is possible to differentiate the system error (the error from the model) from the measurement error by implementing latent variables. If a latent variable is measured with a single indicator, the difference between these two is given by the measurement error, the variance of which can be fixed by the researcher or estimated from the data. When a latent variable is measured by more than one indicator the process is more complex, as the measurement errors of the indicators might be correlated (for example when two variables are measured with the same instrument).

In the case studies I found that the measurement error of calibration data was high with respect to the total variance of some soil properties, such as CEC. Note that I emphasize here that the error was high in relative terms, because actually the same measurement error could be negligible in a study area that has much larger spatial variation in the soil properties. For this reason I concluded that it is difficult to get high prediction accuracy in homogeneous areas, particularly when the signal-to-noise ratio is low (Chapter 2). Another conclusion was that, since I needed to take care of this specification in SEM, I became aware of such a issue. By knowing the signal-to-noise ratio of each variable involved in the model, we can plan ahead whether to include it or not, and we can estimate the potential variance left to be explained by the model. Thus, it would be possible to predict the potential accuracy of the map.

6.2.2. SEM for mapping multi-layers and multivariate soil properties

Soil information in three dimensions

In Chapter 3 I targeted to predict multiple soil properties in three dimensions. The third dimension of the soil was represented by the three mayor genetic horizons (A, B, C), rather than by soil depth. The advantage of this approach is that there is a more natural connection between the conceptual model and the horizons, as the
soil-forming processes can more easily be grouped by horizons. In this sense, SEM can nicely take care of multi-layers because it can be decided on pedological grounds which arrows between horizons should be included and which not. Thus, I built a model where clay and OC of the A, B, and C horizons were affected by covariates that represent soil-forming factors, while at the same time clay and OC affect the CEC of the three main horizons (Chapter 3). Since it is known that some soil-forming processes are more prevalent in some horizons than in others, it was possible to define how horizons are connected to one another. For instance, organic matter accumulates in the A horizon. Water flow and bioturbation move organic material to deeper layers, so the amount of organic carbon in the A horizon affects directly the amount of organic carbon in the B horizon, and this in turn affects the amount of organic carbon in the C horizon. This process not only affirms that organic carbon of different horizons should be correlated, but also determines the direction of the arrows in the graphical model. In this way we can represent soil property interrelations that show how soil properties between horizons interact with one another. In the case study, calibration confirmed that CEC (from a given horizon) was mainly affected by clay and OC content of the same horizon. Accordingly, the CEC maps of the three horizons (Fig. 3.8) preserved a combination of patterns of the clay and OC maps. These maps were, therefore, in concordance with the graphical model of Fig. 3.7.

**Interpretation of digital soil maps: the graphical model**

In the past, soil maps were produced along with reports that helped to interpret the soil information that they contained to support agricultural planning (Brevik and Hartemink, 2010). The new DSM methods have matured and become operational during the last years (Kempen, 2011). Reports for soil maps interpretations have not been adopted in DSM, probably because digital soil maps can be considered self-explanatory.

However, being self-explanatory may not be sufficient for users. Knowledge of the causes of spatial variation of soil properties is also important, particularly for decision makers, politicians, farmers, and other land managers. In this respect, SEM can contribute to DSM with a new tool for interpreting digital soil maps, which is the graphical model. According to Pearl (1998), graphical models are symbolic systems for concepts and relations that are not easily expressed in a system of equation. In DSM, they may explicitly represent the model, which summarises the system relationships in a simple way, and help to understand how soil properties relate to one another. Thus, it might be highly relevant for land management, especially when the model takes into account soil properties that determine crop yield and that can
be changed in short periods. Since we might improve some soil conditions with land management, such as soil pH or soil compaction, our intervention in the system would be better supported if we knew which other soil properties affect the variables that we wish to improve. Graphical models can be used, then, as a complementary source of information next to digital soil maps.

**Assessing covariation among soil properties**

Like other multivariate models, such as multivariate linear regression modelling (MvLR), SEM is capable of reproducing the covariation between soil properties. However, SEM does this more efficiently than MvLR because it only uses meaningful parameters, while MvLR puts no restrictions on the residual variance–covariance matrix. All elements can deviate from zero and a perfect reproduction of the cross-correlations can be achieved with MvLR. However, using SEM allows to reproduce the covariation on the basis of a conceptual model, while MvLR would not contribute as much to the understanding of the system under study.

Covariation assessment is not a standard procedure in most DSM approaches and it has only been roughly addressed by some authors (e.g. Lacoste et al., 2014). I presented an approach to assess model covariation in Chapter 3 and proved that models that do not take covariation between target variables into account fail to get an accurate prediction error variance–covariance matrix. Note that the assessment of covariation was based on the same data that were used to calibrate the model. As this might cause some bias, it may be preferred to split the dataset into calibration and validation datasets. Also, note that to reproduce the covariation in the predicted values, it is not enough to predict the mean values, but that several realizations of the predicted variance–covariance matrix had to be simulated to reconstruct the relationships. This kind of prediction would be useful to create probabilistic maps, which answer questions such as “where are the areas that have more than 50% of clay in the B horizon with a 95% confidence level?”.

**6.2.3. Soil map extrapolation with SEM**

**Possibilities of model extrapolation with SEM**

We tested different approaches to predict the spatial distribution of several soil properties across a study area in the United States. These approaches are summarised in Table 6.1 (replicated from Chapter 4). Model 1 was the extrapolation of the mathematical model, which means calibration of a SE model with Argentinian data and
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Table 6.1: Settings of the different models used for extrapolation (copied from Chapter 4, Table 4.2).

<table>
<thead>
<tr>
<th>Model type</th>
<th>Extrapolation</th>
<th>Data for respecification</th>
<th>Data for calibration</th>
<th>Prediction locations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1</td>
<td>SEM</td>
<td>MM</td>
<td>Arg.</td>
<td>Arg.</td>
</tr>
<tr>
<td>Model 2</td>
<td>SEM</td>
<td>CM</td>
<td>Arg.</td>
<td>USA</td>
</tr>
<tr>
<td>Model 3</td>
<td>SEM</td>
<td>CM</td>
<td>–</td>
<td>USA</td>
</tr>
<tr>
<td>Model 4</td>
<td>SEM</td>
<td>CM</td>
<td>USA</td>
<td>USA</td>
</tr>
<tr>
<td>Model 5</td>
<td>MLR</td>
<td>MM</td>
<td>–</td>
<td>Arg.</td>
</tr>
<tr>
<td>Model 6</td>
<td>MLR</td>
<td>MM</td>
<td>–</td>
<td>USA</td>
</tr>
</tbody>
</table>

Column “Model type” refers to the SE model (SEM) or a multiple linear regression model (MLR). “Extrapolation” refers to which part of the model was extrapolated: either the graphical model (GM) or the mathematical model (MM). The column “Data for respecification” refers to which dataset (Argentinian [Arg.] or US [USA] dataset) was used for the respecification step. A dash (–) means “No respecification”. The last two columns detail which datasets were used for calibration and (cross-)validation.

Prediction in the US case study area. The same was done with MLR (Model 5) to have a reference for comparison of the performance of SEM. The results showed that SEM performed better than MLR (Table 4.2), although both prediction methods performed poorly. This was not surprising, as other authors reported similar experiences (Lagacherie et al., 1995; Grinand et al., 2008; Malone et al., 2016). Grinand et al. (2008) argued that the reason for the low accuracy was due to the lack of spatial correlation between samples of calibration and prediction areas, while Malone et al. (2016) argued that it was due to differences in terms of the covariate feature space between both areas. I, instead, found that the main reason of the mismatch was that the study areas present different relationships between the system variables. For example, some correlations between covariates and soil properties were positive in one dataset, while these were negative in the other dataset. Extrapolation can only produce nonsensible results in such case. In order to avoid this, we should derive and use covariates that reveal the dynamics of the soil. O’Geen (2012) showed how the soil moisture regime is a key factor of soil development. I will present possible methodologies to obtain such type of covariates in the following section.

Models 2, 3, and 4 differed in the degree of adaptation to the US study area. Model 2 had the same specifications as the reference model (the model developed in Chapter 3), which means that both models shared the same structure but not the coefficients. Model 3 used the structure of Fig. 3.6, which is the original model of the Argentinian case study without respecifications. Model 4 was respecified using the
US data. The results confirmed that the respecification done in the Argentinian case (Model 2) degraded its capability to be extrapolated; the more general model (Model 3) was more accurate than Model 2 when used for prediction in the US case study. The respecification of Model 4 further increased its prediction power, since these adapted the model to the local conditions in the US. Model 6 was a MLR model calibrated and applied to US data to be compared to Model 4. Again, SEM performed better than MLR (see Table 4.2).

Causal analysis for DSM

In Chapter 4, we applied the same conceptual model in two different areas (Models 2 to 4). We described in detail the differences between the models and their pedological implications. On the basis of this experience, I would like to discuss here two topics: the pedological support for the system interrelations, and in relation with this, the use of SEM for testing conceptual models.

In the process of defining the relation between system variables, one has to invoke pedological hypotheses to link soil properties to each other, and soil-landscape hypotheses to define relations between covariates and soil properties. Pedological hypotheses can easily be applied because there is a good understanding of many processes that work at the pedon level. On the basis of these differences it was possible to find literature that explained some of these processes (Sections 3.3.1 and 4.3.1), so it improved the knowledge about the system. However, it was not easy to link covariates and soil properties because there are not many generalisable soil-landscape hypotheses, neither good covariates to represent the landscape features. We could explain the relations between some covariates and soil properties, but for some of them, such as the standard deviation of the NDVI it was difficult to judge whether the coefficients were correct or not. Then, the comparison between both study areas in this respect was also difficult, so I concluded that these interactions need to be re-created with better covariates.

Testing a conceptual model is one of the main applications of SEM, and in this context, it might be very relevant for DSM. If we can develop robust conceptual models, for example, for a given soil type, then it would stand alone as a piece of knowledge, and at the same time, it might be used for prediction. We should not expect to be able to predict the soil properties accurately with such a model for every single case, as hardly ever the conditions between study areas are the same, but at least we should be able to analyse the differences between regions, to compare the structure that the conceptual model takes for each study area, and explain the differences. These options would represent new features for DSM.
6.2.4. Spatial SEM: a geostatistical approach

The development and application of the spatial SEM method

In Chapter 5 we combined geostatistics (Webster and Oliver, 2007) with SEM by using a maximum likelihood estimator (ML) (Bollen, 1989) for model calibration. It required the use of a full variance–covariance matrix that not only takes into account covariances at distance zero, which is what the conventional SEM ML estimator does, but also covariances at distances different than zero. Similar rationale has been already applied in SEM. For example Lamb et al. (2014), developed a method to analyse how the spatial correlation affected the system interrelationships at different scales, but did not target to make predictions. Wall (2012), instead, developed an approach similar to our needs, where they modelled the spatial correlation in the residuals of a SE model. However, they used the lattice instead the geostatistical model because they applied it to polygon-support data. We implemented the methodology in R (R Core Team, 2017) making use of several functions from lavaan (Rosseel, 2012).

We described the mathematics to predict following the conditional distribution theory\(^1\). The approach that we implemented for prediction was similar to regression kriging: the SE model coefficients and the variograms and cross-variograms parameters were estimated simultaneously. We applied the spatial SEM method in the US case study area and compared the predictions with Model 4 of Chapter 4 (called “standard SEM”), with the prediction of the new approach (“spatial SEM”) done in Chapter 5 (Fig. 5.5). Visually, the main differences between the maps were the circular patterns produced by the kriging of the residuals. The spatial SEM maps proved to be substantially more accurate than the standard SEM maps on basis of cross-validation.

Causal analysis of spatial correlation

Accounting for spatial correlation had a substantial impact on the magnitude of the model parameters, but as expected, not on their signs. Several coefficients that related covariates to soil properties became insignificant, while others, such as those that connected altitude with clay (of B and C horizons), increased their magnitude. Even though some covariates lack pedological meaning. This is the case, for example, for altitude which likely represented a change in parent material, rather than an effect of altitude on clay. Adding other covariates to the model, such as gamma

\(^1\)https://en.wikipedia.org/wiki/Multivariate_normal_distribution#Conditional_distributions
radiometer data, which are available for the US study area, could help to ascertain this.

In this context, residual spatial correlation points to missing soil-forming factors or processes in the conceptual model. Legendre (1993) argued that spatial correlation is given by physical forces and ecological processes, but he did not analyse the causes of spatial autocorrelation in depth. Instead this study focused on presenting a framework to include spatial correlation in causal analysis with analogous methods as I used in Chapter 5. However, other authors (Lichstein et al., 2002; Guisan and Thuiller, 2005; Dormann, 2007) argued that the presence of residual autocorrelation is a symptom of missing environmental covariates. In geostatistics, where the semivariance measures spatial variation that tends to increase with spatial distance, there is no claim that distance is a causal factor itself. Instead, environmental forces and processes create similarity among observations, so spatial autocorrelation is a property of the environmental covariates rather than of the soil properties. Then, as covariates are spatially exhaustive, the trend of the geostatistical model includes spatial correlation implicitly through the covariates, and the residual part of the model would become uncorrelated (“white noise” or “pure nugget”), so that kriging would not have added value. What is more, the fast release of new remote sensors will likely produce more meaningful proxies of soil forming factors (such as soil moisture), thus the spatial SEM approach will be just a nice temporal solution for those cases where the covariates do not provide the needed information.

In soil science, we can identify many processes that cause spatial correlation, such as sedimentation by aeolian or water erosion, bioturbation, water movement along the soil profile vertically and laterally, etc. Sedimentation, for example, will affect the parent material distribution, so if we counted with a spatially exhaustive map of parent material, the spatial correlation would be captured by the effect of covariate (i.e., parent material) on soil properties, and not by the residual.

The impact of spatial SEM on map accuracy

The case study where I applied the spatial SEM approach (Chapter 5) yielded a remarkable improvement in prediction accuracy. The largest improvement was in the clay of the C horizon (Table 5.2), where the amount of variance explained (AVE) increased from 0.23 to 0.48, and consequently the CEC of the C horizon, that largely depends on the clay percentage (see Fig. 5.3), also increased, in this case from 0.22 to 0.45. Other important variables, such as OC of A horizon, also improved substantially (AVE from 0.19 to 0.27), while the AVE of the other soil properties improved at least by 0.1 at the horizon level. I did not analyse the causes of the residual spatial
correlation. It seems that a large part of it could be explained by the parent material distribution. Since parent material is highly correlated with gamma-ray sensor data (Cook et al., 1996), and these data are publicly available for the study area (Duval et al., 2005), it would be possible to evaluate this hypothesis and see if inclusion of a gamma-ray covariate increases the accuracy of the standard SEM maps and reduces residual spatial autocorrelation.

6.3. What more can we learn? Future research

In this thesis I have introduced SEM as a knowledge-driven method for DSM. I learned a lot from this experience, but in fact we are still at the beginning of the potential of SEM for DSM. There are many aspects of SEM that require further research, and there are a large number of applications in other science disciplines from which we could learn a lot. In this section I will explore some of these.

The role of latent variables in SEM In this thesis, the environmental covariates were treated as deterministic variables, that affected (latent variables of) soil properties. I used one single measured variable per latent variable (see Fig. 5.3, e.g. OC.A is the observed variable of the latent variable OC.Ar). In effect, I used the concept of latent variables to deal with measurement error. I also only applied non-recursive paths, which means that if A affects B, B does not affect A, neither directly nor indirectly. However, there are many more options to represent the soil-landscape system using SEM. Latent variables usually depict conceptual variables that cannot be measured directly, but through one or more indicators. Grace and Bollen (2008) explained that usually latent variables are seen as the cause of the indicators. For example, one of the causes of the average yield of crops is soil fertility. So, soil fertility could be a latent variable that is measured through the average yield of several crops for a given location. However, Grace and Bollen (2008) also points out that this is not always congruent with the researcher’s needs, as indicators might cause the latent variable to take a different shape than envisaged by the researcher. For instance, we might wish soil fertility to be the result of nitrogen, phosphorous and potassium concentration of the soil. If crop yield is taken as an indicator of soil fertility it might not match with these concentrations, because crop yield is also influenced by weather and land management. SEM can provide a way out and Grace and Bollen (2008) explained in detail the possible type of structures that may be used for this. Hence, it would allow to create maps of latent variables that represent concepts of processes.
Categorical variables in SEM  For the implementation of SEM in this thesis, the target variables for modelling were always continuous. Soil survey data however, contain many categorical variables for describing soil morphology and for classifying soils. Descriptive data, such as horizons, colour, structure, mottles, etc., have been used for soil classification and are indications of soil processes (Hartemink and Minasny, 2014). To include these in SEM would make a lot of sense. However, under the methods that we used in this thesis, categorical variables would violate the model assumptions (Bollen, 1989, pp. 433). The SEM literature describes different methods to deal with categorical data. Edwards et al. (2012) explained that these can be included as indicators (measures) of continuous or categorical latent variables. At the same time, they can be dependent or independent variables. For each of these cases there is a particular approach. A common solution in SEM is to replace the categorical observed variable by an underlying latent continuous variable.

Non-linear relationships  Throughout this thesis, I assume that the structural equation is linear. In other words, I assume that the effect of covariates on soil properties and the effect of soil properties on other soil properties may be represented by a linear equation (such as Equation 3.2). Grace and Keeley (2006) mentioned that multi-group analysis, which is analogous to regression-tree analysis but more flexible, can solve some problems of non-linearity. Jöreskog and Yang (1996); Schumacker (1998) demonstrated the use of quadratic functions in SEM and discussed its drawbacks. They mentioned that there should be a good reason to implement such functions, as the model becomes more complex and the problem of non-convergence occurs more frequently.

SEM for time-series analysis  One of the features of SEM is that it is a static modelling method, and we implemented SEM as such. However, there is an alternative method within SEM for time-series analysis named latent variable growth curve modelling. Duncan and Duncan (2004) described the principles of this methodology for social and behavioural science to study the nature of change of a system along a period of time. In order to model the pass of time, it includes two parameters which are the initial status (or intercept) and the rate of change (or slope) for a given number of time steps. Although it is not a competitor approach of mechanistic models, such as Temme et al. (2006); Finke (2012a); Temme and Vanwalleghem (2016), it might bring valuable alternative ways of treating time-series data. Thus, SEM could be useful for monitoring and modelling soil change, for instance in carbon stocks.
Improvement of environmental covariates  In this thesis, we usually experienced poor prediction accuracy (Chapters 2, 3, and 4) and a large effect of spatial correlation on the prediction (Chapter 5). This was generally caused by the fact that the covariates were poor proxies of the soil-forming factors. This problem is frequently solved in DSM by including more and more covariates that nowadays are available (e.g. Fitzpatrick et al., 2016; Hengl et al., 2017). However, this is not an immediate solution under a SEM framework, first, because SEM cannot handle a large number of variables, and second, because it would not make sense to include a lot of variables that cannot be supported by a pedological rationale. Instead, the solution would be to develop meaningful covariates that represent the key soil-forming factors of a region in a better way. In my view, the study of Kuenzer et al. (2015) gave some hints how to get there. In this study it was noted that the source of remote sensing data is still increasing and that time-series data are already long enough to study landscape dynamics. They summarised a number of methods to do so, such as “Breaks For Additive Season and Trend —BFAST” (Verbesselt et al., 2010) and TIMESAT (Jönsson and Eklundh, 2004). These algorithms allow to extract the long term trend, seasonal systematic variation, and anomalies, among other characteristics. Assuming that one of the causes of land cover variation is the soil condition, this type of product could indirectly help to create more meaningful environmental covariates.

Increase of calibration data  Other means to improve model accuracy would be by increasing the number of soil samples used for calibration. This is a common conclusion in many DSM studies (e.g. Landrum et al., 2015; Brevik et al., 2016; Heuvelink et al., 2016), however, it is difficult nowadays to get enough funding for that purpose. An alternative approach could be to include non-specialist data in DSM, namely citizen science. Rossiter et al. (2015) summarised several projects related to soil science that are already collecting and using this type of data, although not for DSM. The same authors identified potential type of data contributors, type of information that could be collected, and how this information could be used in DSM. They listed a number of challenges, mainly related to the use of such data, such as quality control, bias and uncertainty in the data, heterogeneous source of data, and people’s perception.

In this sense, SEM seems very suitable to work with data that come from social surveys. In fact, SEM has a rich history in using data from questionnaires to study, for example, customer satisfaction from people perception (Kuo et al., 2009). Thus, if we need to survey people’s perception about landscape features, we may need to create latent variables that summarise concepts such as soil degradation, soil quality and soil health McBratney et al. (2017), that can be answered through several
indicators of visual soil assessment (Sonneveld et al., 2014), such as presence or absence of earth worms, gullies, surface salinity, etc. This type of analysis might help to develop (latent) soil indicators that could be mapped as target variables, as well as to be used as covariates that can help predict soil properties.

**SEM for soil genesis**  Finally, I want to emphasise the potential that SEM has for soil genesis. In Chapter 2 (Section 2.3.3), I reviewed the main soil-forming processes of the Argentinian study area. Fig. 2.6 summarised a mental model and intended to show the rationale behind the relationships set in the final model (Fig. 2.8). However, I did not discuss the pedological implications of such a model because it was beyond the scope of the study. Nevertheless, I illustrated with a simple example how SEM could be used for soil genesis. In Section 4.4.3 it became clear that the A horizon of the Argentinian Pampas may be developed in different parent material than the underlying horizons.

The static nature of SEM would limit the application in soil genesis, but we can still use it to test hypotheses about a given soil-forming process. Also, by making use of latent variables, we could represent processes measurable through key soil properties. Note that such studies would require the joint effort from soil pedologists and pedometricians, which usually do not share the same niche in soil science.

### 6.4. Structural equation modelling for digital soil mapping

In this PhD thesis I showed that SEM can be a useful method to include pedological knowledge in DSM. During the learning process, I encountered limitations, such as the linearity of the relationships and the static nature of SEM. But I also discovered that the quality of the environmental covariates was a limiting factor for studying causal relationships –and probably for many other DSM applications as well–, not only because it affects the accuracy of prediction maps, but also because their failure to represent the real soil-forming factors does not allow a proper causal analysis. Often, the accuracy of resulting maps was disappointing, and I found that the measurement error plays an important role when the study area is homogeneous. But then, I realised that one becomes aware of all these issues just by using SEM, because one has to take care of every detail in the model. From the beginning of the modelling process, one has to consider aspects that in other DSM techniques are part of the “black box” and may go unnoticed. When using SEM, one has to disentangle the system and analyse its parts carefully (such as the model parameters, as
well as the logical reasoning behind the model structure) to be able to draw sensible pedological conclusions at the end of the process. Being trained as an agronomist with much attention for pedology, soil processes and soil management, I found this process very rewarding.

In my view, SEM has many more appealing features than limitations. Rephrasing what has been discussed in previous sections of this chapter, I would like to give a few examples to illustrate this opinion:

- The step of model respecification is a procedure to learn from the data and improve our understanding about the system, which, as far as I know, is completely new to DSM.

- The possibility to condense pedological knowledge in a graphical scheme is highly valuable to DSM, because:
  - we can give “common sense” to correlations contained in the data,
  - we can add (cause-effect) direction to the correlations though arrows, and
  - we can use the graphical model to interpret the maps.

- It is possible to predict several soil properties at once, while preserving the covariation between them.

- By extrapolating the conceptual model from one area to another, we can reinforce the conceptual model.

To summarise, I think that SEM is a suitable framework to fill a vacant niche in DSM. It does not compete with purely empirical machine learning techniques, nor with mechanistic models, and provides a framework that requires that pedometricians and pedologists work together.
6.5. Conclusions

This thesis introduced structural equation modelling as a new method for DSM. In Chapter 2 I described soil-forming processes and linked these to key soil properties in a SE model, from which maps were produced. In Chapter 3 I included more advanced SEM tools and applied these to predict three soil properties of three major soil horizons. In Chapter 4 I explored the capabilities of SEM for model extrapolation by comparing different model settings. In Chapter 5 I combined geostatistics with SEM to model residual spatial correlation, and applied the combined model to a case study showing the improvement of prediction accuracy. In this final chapter I summarised the main findings and explored SEM extensions that may improve our understanding of soil formation and the accuracy of prediction maps. On the basis of this thesis it can be concluded that:

- SEM is a suitable framework for including pedological knowledge in DSM.
- SEM is particularly recommended for mapping multivariate soil properties at multiple soil layers within regions where a limited number of processes are considered.
- Fine-tuning pedological hypotheses using SE model suggestions helps to improve the accuracy of prediction maps.
- Covariation between soil properties are well preserved using SEM, while univariate modelling fails to reproduce these interrelations.
- Covariation assessment of predicted soil properties should be a standard procedure when more than one soil property is predicted in DSM.
- Soil mapping extrapolation from one area to another remains challenging in DSM, but we may be able to overcome this challenge by creating more robust conceptual models and using more meaningful covariates.
- The adjustment of the graphical model for the Argentinian case study produced more accurate predictions in that area, but diminished the extrapolation capability of the model.
- Using SEM helps to identify the model and data errors because it forces the researcher to be aware of all system connections and parameters.
- Environmental covariates are often poor proxies of soil-forming factors, which is the case for many applications in DSM. This is a drawback for
Chapter 6. Synthesis

SEM, since it does not allow to build robust graphical models that reflect soil-forming processes.

- Including spatial correlation in SEM improved the accuracy of the predictions considerably for a case study but it did not contribute to improved understanding of mechanistic processes underlying the soil-landscape system.

I am confident that SEM could become a new tool for a more conscious DSM. I use the word conscious because using SEM forced me to become more aware of the processes behind the system interrelationships. Working towards a conscious DSM is not easy and poses a real challenge, if only because we need to understand the nature of the data that we use to be able to create the right proxies of soil-forming factors.

Empirical methods, such as kriging, multiple linear regression and machine learning techniques might yield very accurate maps, which indeed are useful for many purposes, but such maps do not necessary help to reveal and understand the processes behind the observed spatial variation.

In the face of the large demand for answers on global issues, such as “what is the impact of climate change on food production?”, “which soils best protect the main soil functions, now and in the future?”, “how can we increase the global carbon storage of soils?” and “how can we reach land degradation neutrality?”, soil maps should not only focus on producing spatially explicit information about the current soil status, but they should also deliver relevant information about soil processes. Therefore, I think that SEM is a relevant tool to generate soil information that is useful for land management at a local and regional scale, where people’s decisions affect the soil system and where we need to know how the system will react to those decisions. Thus, with SEM we not only describe soil spatial distribution, but we can explicitly link soil spatial distribution to the mechanistic process knowledge behind it. There is a need and there is a way. I foresee a bright future for SEM in digital soil mapping.
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Climate change and land degradation are of increasing societal and governmental concern. For this reason, several international programs have been initiated in the last decade, such as the 4 per 1000 initiative and the Sustainable Development Goals of United Nations. The soil science community is actively working under different national and international organizations to provide regional and global soil information to support these programmes. Digital Soil Mapping (DSM), a relatively new methodology to create soil maps based on (geo)statistical methods, has become operational during the last fifteen years and has now been adopted by several organizations. It is defined as computer-assisted production of digital maps of soil type and soil properties, by use of mathematical and statistical models that combine information from soil observations with information contained in correlated environmental variables.

Most studies in DSM spatially predict soil properties or classes from either new or legacy laboratory data and spatially exhaustive environmental covariates (GIS layers of biophysical land surface properties), typically using empirical statistical methods. These methods have shown to result in accurate maps at different scales, but do not provide knowledge about the interrelationships between the soil properties and the functioning of the soil and soil-landscape system. We not only need to properly describe or map soil spatial variation, but also to understand soil behaviour. This is needed to answer questions such as: which are the dominant soil processes in a certain region? How will the soil react under increased productivity pressure? How vulnerable is the soil to erosion or pollution? How much organic carbon can we store in the soil at a given location?

Mechanistic soil-landscape models do include process-knowledge but cannot be applied easily for soil mapping because of their high complexity and large uncertainty. A solution could be to use structural equation modelling (SEM), which is a hybrid approach that combines elements of empirical and mechanistic models. SEM can model continuous soil properties while taking soil property interrelationships into account. In SEM, we first create a conceptual model, similar to the mental model of
soil surveyors, which is converted into a graphical model, that represents the system interrelationships. This is the mechanistic side of SEM. The empirical side takes place after we translated the graphical model into a mathematical model, which is calibrated with observational data to estimate the model coefficients. Next, the calibrated model can be used to predict target variables, such as soil properties. These characteristics of SEM indicate that it could be a very useful technique to bridge the gap between empirical and mechanistic approaches for DSM. Thus, the objective of this thesis is to extend DSM with soil process information through the development, calibration, application and validation of a structural equation model.

After a general introduction to this thesis in Chapter 1, Chapter 2 describes how SEM can be implemented for DSM. In this chapter I argue that current DSM methods have limitations. For instance, it is difficult to predict a large number of soil properties simultaneously, while preserving the relationships between them. Furthermore, current widely applied prediction models use pedological knowledge in a very crude way only. To address these issues in DSM, I investigated the use of SEM. I introduced SEM theory and presented a case study in a 23,000-km² region in the Argentinian Pampas, where I applied SEM to map seven key soil properties for the A horizon. I started with identifying the main soil forming processes in the study area and determined for each process the main soil properties affected. Based on this analysis I defined a conceptual soil-landscape model, which was subsequently converted to a SEM graphical model. The graphical model was translated to a mathematical model in the statistical software R using the latent variable analysis (lavaan) package. The prediction accuracy was poor, which was caused by a large measurement error in combination with a homogeneous study area. Nevertheless, the outcomes demonstrated that SEM can be used to explicitly include pedological knowledge in prediction of soil properties and modelling of their interrelationships.

In Chapter 3 I explored the capabilities of SEM for three-dimensional soil mapping. Since many soil processes operate within the soil profile, SEM might be suitable for simultaneous prediction of soil properties for multiple soil layers. The objectives of this chapter therefore were to i) apply SEM to multi-layer and multivariate soil mapping, ii) test SEM functionality for improving model performance by using model suggestions and iii) assess whether SEM reproduced the soil property covariation better than a multiple linear regression (MLR) model. I applied SEM to model and predict the lateral and vertical distribution of the cation exchange capacity (CEC), organic carbon (OC) and clay content for the A, B and C horizons for the study area of Chapter 2. I found that SEM reproduces the interrelationships between soil properties more accurately than MLR and that the model suggestions helped to improve the fit of the model. I concluded that SEM can be used to predict several soil properties for multiple layers simultaneously while retaining soil property interre-
Given that SEM is a hybrid between mechanistic and empirical models, I hypothesised in Chapter 4 that SEM should have better extrapolation properties than a purely empirical model. I therefore investigated the extrapolation of a SE model from one region to another region with similar conditions. Empirical models have been used in DSM for extrapolation with varying success. The objective of this chapter was to investigate the extrapolation capability of SEM by testing and comparing six different model settings for extrapolation. I applied the structural equation model from Chapter 3 to a similar soil-landscape in the Great Plains of the United States to predict clay, OC and CEC for the same three major horizons A, B, and C.

I evaluated the performance of the SE mathematical model extrapolation, as well as the graphical model extrapolation (without coefficients). I defined four SE models that differed in the degree to which these were tailored to the US case study. I started with extrapolating the Argentinian SE mathematical model and ended with an extrapolated graphical model that was fitted and adapted on the basis of model suggestions using the US data. I also evaluated two more models using MLR to assess if SEM was better than purely empirical models.

The Argentinian SE mathematical model gave the worst results in the US while the extrapolated graphical model that was fitted with US data and adapted based on model suggestions performed best. Interestingly, I found that a SE graphical model only based on the conceptual model performed better than a more precise Argentinian SE graphical model. For this reason, I concluded that the adaptation of the conceptual model to a specific study area can improve local prediction but harm the potential predictive power for extrapolation. The prediction performance of the SE mathematical model was not substantially better than MLR. However, system relationships that were well supported by pedological knowledge showed consistent and equal behaviour in both study areas. Contrary, differences in the sign and strength of the relationships between covariates and soil properties of both areas reduced the performance of the mathematical model extrapolation. Thus, I concluded that knowledge-based links between system variables are more effective than data-driven links for model extrapolation. In addition, a deeper understanding of indicators of soil-forming factors could strengthen conceptual models for DSM.

Spatial correlation is an important feature in spatial analysis, especially in DSM. So far, current implementations of SEM do not take spatial correlation in data into account. The objective of Chapter 5 therefore was to extend SEM by accounting for residual spatial correlation using a geostatistical approach. I presented how the SE model definition and parameter estimation can be generalised to the spatially correlated case. The spatial SE model was applied to map the same soil properties of
Chapter 4 in the Great Plains study area. The SE model residuals showed substantial spatial correlation, which suggests that including spatial correlation yields more accurate predictions. I also compared spatial SEM with standard SEM in terms of SEM model coefficients. There was significant differences, although none of the coefficients changed sign. Presence of residual spatial correlation suggests that some of the causal factors that explain soil variation were not captured by the set of covariates. In such case it is worthwhile to search for and include additional covariates leaving only unstructured residual noise, but as long as this is not achieved, it pays off to include residual spatial correlation in soil mapping using SEM.

Chapter 6 presents a synthesis of the main findings of this thesis and reflects on the possible role of SEM in DSM. It discusses some limitations of SEM, such as the assumed linearity of relationships (while in reality relationships between soil properties and environmental covariates are often non-linear) and its static nature, as well as several challenges. One of the main challenges I encountered in the case studies was the lack of good-quality proxies (covariates) to adequately represent the soil-forming processes. Since we cannot include hundred of covariates to predict soil properties in SEM, as done in machine-learning techniques, we need to develop proper covariates to achieve a good SE model. Nevertheless, I concluded that SEM is an appropriate technique to include pedological knowledge in DSM, and could potentially fill an important niche. Developing a SE model requires thorough work to translate a conceptual model to a graphical model. By doing so, one is able to test pedological hypotheses and learn from the data, because the model suggestions bring new considerations and research. SEM brings added value to DSM, because the graphical model unites pedological knowledge and statistical modelling in a single framework. What is more, every model coefficient can be analysed in terms of its sign and magnitude with respect to the other coefficients, and in terms of its pedological meaning. For that reason, I think that SEM can be a method to do conscious DSM since it helps one to become more aware of the processes behind the system interrelationships.

This thesis only introduced SEM for DSM. There are several features and possibilities of SEM that I did not research. The use of latent variables to represent conceptual variables, such as soil fertility, soil quality, etc., should be the next step in its adaptation for DSM purposes. Implementing categorical variables and non-linear relations will also bring more flexibility to the model, and can provide solutions for areas with different environmental conditions. In the face of the large demand for answers on global issues that are often addressed at national or regional scale, I am convinced that SEM is a suitable framework to meet these demands. Also, I am confident that SEM fills a vacant niche in DSM, since it does not compete with machine learning techniques and mechanistic modelling approaches, and provides a framework for conscious DSM.
Resumen

El cambio climático y la degradación del suelo son problemas cada vez más preocupantes para la sociedad y los gobiernos. Por este motivo se han iniciado numerosos programas internacionales en la última década, como por ejemplo la iniciativa *4 per 1000* y los Objetivos de Desarrollo Sustentable de las Naciones Unidas. La comunidad científica del suelo está trabajando activamente bajo diferentes organizaciones nacionales e internacionales para proporcionar información de este recurso a escala regional y mundial. Para ello, durante los últimos quince años se ha implementado el Mapeo Digital de Suelos (DSM, por sus siglas en Inglés *Digital Soil Mapping*), una metodología relativamente nueva para crear mapas de suelos, y que ahora está siendo adoptada por varias organizaciones, entre ellas la FAO. El DSM se define como la producción asistida por computadora de mapas digitales de tipos y propiedades de suelo, mediante el uso de modelos matemáticos y estadísticos que combinan información de observaciones del suelo con información contenida en variables ambientales correlacionadas.

La mayoría de los estudios que emplean DSM predicen las propiedades o clases de suelos espacialmente a partir de datos de laboratorio (nuevos o legados de previos relevamientos) y de covariables ambientales (capas GIS de propiedades biofísicas de la superficie terrestre). Generalmente se utilizan métodos estadísticos empíricos, que han demostrado producir mapas precisos a diferentes escalas. Sin embargo, estos métodos no generan conocimientos sobre las relaciones entre propiedades del suelo y sobre la relación suelo-paisaje. Los mapas de suelos no sólo necesitan describir apropiadamente la variación espacial del mismo, sino también proveer información de su comportamiento. Este tipo de información es necesaria para responder a preguntas tales como: ¿cuáles son los procesos dominantes del suelo en una determinada región? ¿Cómo reaccionará el suelo bajo una mayor presión de productividad? ¿Qué tan vulnerable es el suelo a la erosión o la contaminación? ¿Cuánto carbono orgánico podemos almacenar en el suelo en un lugar determinado?

Otros modelos utilizados en el estudio de las variaciones espaciales de los suelos son los modelos mecanísticos (también llamados modelos físicos) que incluyen pro-
Resumen

Cesos físico-químicos que ocurren en el sistema suelo-paisaje. Sin embargo, no se pueden aplicar fácilmente al mapeo de suelos debido a su alta complejidad y gran incertidumbre. Una solución intermedia entre los modelos empíricos y los modelos mecanísticos sería utilizar modelos de ecuaciones estructurales (SEM, por sus siglas en Inglés *Structural Equation Modelling*). Mediante SEM se puede modelar propiedades continuas del suelo teniendo en cuenta las interrelaciones existentes entre ellas. En SEM, primero se crea un modelo conceptual, similar al modelo mental que desarrollaban los clásicos reconocedores de suelos. Este modelo conceptual es posteriormente transformado en un modelo gráfico, el cual representa las interrelaciones del sistema. Luego, el modelo gráfico se traduce a un modelo matemático que se calibra con datos medidos de las propiedades involucradas dando como resultado los coeficientes del modelo. A continuación, el modelo calibrado se puede utilizar para predecir las propiedades de suelo. Estas características de SEM lo convierten en una herramienta útil para cerrar la brecha entre los enfoques empíricos y mecanísticos en DSM. Por lo tanto, el objetivo de esta tesis es expandir las metodologías de DSM mediante la incorporación de conocimiento pedológico a través del desarrollo, calibración, aplicación y validación de un modelo de ecuaciones estructurales.

Después de una introducción general a esta tesis en el Capítulo 1, el Capítulo 2 describe cómo se puede implementar SEM en DSM. Aquí argumento que los métodos actuales de DSM presentan limitaciones. Por ejemplo, es difícil predecir un gran número de propiedades del suelo simultáneamente preservando las relaciones entre ellas. Además, la mayoría de los modelos actuales en DSM utilizan el conocimiento pedológico de una manera muy simple. Para abordar estos problemas, se propone investigar el uso de SEM. Para ello, se hace una introducción a los aspectos teóricos de SEM y se presenta un caso de estudio en una área correspondiente a la Pampa Ondulada argentina donde se aplicó este método para mapear siete propiedades de suelo. Se identificaron los principales procesos de formación de suelo en el área de estudio y se determinó para cada proceso sus principales propiedades afectadas. De acuerdo a este análisis, se definió un modelo conceptual de suelo-paisaje, que posteriormente se convirtió a un modelo gráfico. El modelo gráfico se tradujo a un modelo matemático en el software estadístico R utilizando el paquete lavaan. La precisión de predicción fue pobre a causa de un alto error de medición en combinación con un área de estudio homogénea. Sin embargo, el caso de estudio demostró que el conocimiento pedológico se puede incluir explícitamente en SEM, permitiendo además predecir simultáneamente varias propiedades de suelo y modelar sus interrelaciones.

En el Capítulo 3 se exploraron las bondades de SEM para el mapeo del suelo en sus tres dimensiones. Dado que muchos procesos operan dentro del perfil de suelo, se planteó que SEM podría ser adecuado para la predicción simultánea de sus propie-
Resumen

Las propiedades en sus diferentes capas. Por lo tanto, los objetivos de este capítulo fueron i) aplicar SEM al mapeo simultáneo de propiedades de suelos en múltiples capas, ii) evaluar las sugerencias de mejoras en la predicción que puede proveer SEM y iii) evaluar si SEM puede reproducir la covariación de la propiedad del suelo de mejor manera que un modelo de regresión lineal múltiple (MLR). Para ello se utilizó el área de estudio del Capítulo 2. Se modelaron y predijeron la capacidad de intercambio catiónico (CIC), el carbono orgánico (CO) y el contenido de arcilla de los horizontes A, B y C. De esta manera se comprobó que SEM reproduce las interrelaciones entre las propiedades del suelo con mayor precisión que MLR. Las sugerencias provistas por SEM ayudaron a mejorar la precisión de predicción del modelo. Como conclusión de este capítulo se pudo afirmar que SEM es una metodología viable para predecir varias propiedades del suelo en múltiples capas al mismo tiempo, conservando las interrelaciones de sus propiedades.

Dado que SEM puede ser considerado un modelo híbrido entre los modelos mecanísticos y los empíricos, en el Capítulo 4 se planteó como hipótesis que SEM debería ser más preciso que un modelo puramente empírico cuando se aplica en extrapolación (o predicción fuera del área utilizada para calibrar el modelo). En DSM, la extrapolación de modelos empíricos ha producido resultados variados que usualmente han desalentado su aplicación. En este capítulo, por lo tanto, investigué si SEM podía ser utilizado para extrapolar un modelo de una región a otra donde las condiciones de suelos eran similares. Para ello se diseñaron y compararon seis modelos. Las áreas incluidas en este estudio fueron la Pampa Ondulada en Argentina (misma área que los capítulos previos) y una región del Great Plains en Estados Unidos que abarca parte de los estados de Kansas y Nebraska. Al igual que en el Capítulo 3, para el estudio se tomaron las propiedades CIC, CO y contenido de arcilla de los horizontes A, B y C.

Para evaluar las aptitudes de extrapolación de los modelos, no sólo se tomó en cuenta el modelo calibrado en el área de estudio de origen (es decir, las ecuaciones con sus parámetros calibrados), sino también el modelo gráfico sin calibrar, es decir, su estructura. SEM se aplicó en cuatro modelos, diferenciados entre sí por su adaptabilidad a las condiciones del área de Estados Unidos. Así, el primero de ellos fue calibrado en Argentina y la predicción fue hecha en Estados Unidos; en el segundo modelo se utilizó sólo la estructura del modelo de Argentina (modelo gráfico sin coeficientes) y se calibró con datos de Estados Unidos; el tercer modelo consistió en extradolar el modelo gráfico original (Fig. 4.6), el cuál se calibró con datos de Estados Unidos; en el cuarto modelo se adaptó el modelo gráfico de Argentina a las condiciones de Estados Unidos (tomando las sugerencias que provee SEM) y se calibró en esa misma área. Todos los modelos fueron siempre aplicados sobre el área de estudio de Estados Unidos. Para los otros dos modelos se utilizó MLR a fin de evaluar si SEM
presentaba mejores resultados que un modelo completamente empírico.

Las principales conclusiones de este capítulo fueron (1) que a pesar que SEM dio resultados mejores que MLR, las diferencias fueron pequeñas y la precisión del modelo muy baja; (2) que la adaptación del modelo gráfico a un área de estudio específica, a través de las sugerencias que brinda el software, mejoran la precisión de predicción en esa área, pero va en detrimento de su capacidad de extrapolación. Dicha conclusión surge de observar que el (tercer) modelo que representaba el modelo conceptual original tuvo mejor comportamiento que el (segundo) modelo que representaba el modelo mejor adaptado a las condiciones de Argentina. Se concluyó también (3) que las interrelaciones entre variables que están bien fundamentadas son más efectivas que aquellas producidas enteramente por modelos empíricos, dado que SEM fue siempre más preciso que MLR. En este capítulo, además, pude observar que las relaciones de las propiedades de suelos entre el horizonte A y el B en la Pampa Ondulada fueron más débiles que las de Estados Unidos, reforzando la hipótesis de otros autores que el horizonte A de la Pampa Ondulada podría tratarse de un material de diferente ciclo pedológico que el que se encuentra en los horizontes B y C.

La correlación espacial es una muy importante característica en DSM. Hasta aquí, la implementación de SEM al mapeo de suelos no toma en cuenta que las propiedades de suelos pueden estar espacialmente correlacionadas, lo que implica que las observaciones no son independientes. Por lo tanto, el objetivo del Capítulo 5 fue tomar en cuenta la correlación espacial en los residuales del modelo mediante la incorporación del modelo geoestadístico en SEM. Este capítulo muestra cómo se pueden estimar los parámetros del modelo cuando las variables están espacialmente correlacionadas. Para ejemplificar su uso se utilizó la misma área de estudio del Capítulo 4 y el modelo mejor adaptado a las condiciones de Estados Unidos. El modelo presentaba alta correlación espacial en sus residuales, lo cual sugería que incluyendo esta característica en el modelado podría incrementar significativamente su precisión. A fin de evaluar las virtudes del modelo espacial se consideró (1) la precisión de la predicción y (2) en que grado se vieron afectados los coeficientes del modelo. Los resultados mostraron que el modelo espacial fue significativamente más preciso, y que si bien los parámetros del modelo cambiaron, ninguno de los coeficientes cambió su signo. En conclusión, vale la pena incluir dicha característica en el modelo a fin de lograr una predicción más precisa. Sin embargo, hay dos aspectos a tener en cuenta: uno es que la presencia de correlación espacial en los residuos sugiere que los factores causales de la distribución de suelos no han sido captados por las variables predictoras; y el otro que el método estadístico no permite dilucidar cuáles son esos factores de variación de los suelos. Por ello, sería recomendable buscar e incluir aquellas covariables que sí representan los verdaderos factores de variación de los suelos.
El Capítulo 6 presenta una síntesis de los principales descubrimientos de esta tesis y una reflexión del posible rol de SEM en DSM. Aquí se discuten algunas limitaciones de SEM, tales como el supuesto de linealidad de las relaciones entre variables, así como también su característica estática. También, en este capítulo se discuten algunos desafíos que encontré al implementar SEM. Uno de ellos fue la falta de covariables de calidad que representen de mejor manera los procesos formadores de suelos. Dado que en SEM no es posible (ni tampoco tendría sentido) incluir cientos de covariables, así como puede hacerse con técnicas como *machine-learning*, aquí se requiere identificar los procesos formadores de suelos y desarrollar las covariables que los representan. Así mismo, mi conclusión es que SEM es una técnica apropiada para incluir el conocimiento pedológico en DSM, que puede cubrir un nicho que hasta ahora se mantiene vacío. El modelado con SEM requiere un trabajo minucioso para transformar conceptos a modelos gráficos. A través de este proceso, uno es capaz de probar estadísticamente hipótesis pedológicas y desarrollar conocimiento a partir de las observaciones, ya que el modelo puede sugerir conexiones que el investigador no había considerado. Además, SEM aporta un elemento de análisis nuevo en DSM a través del modelo gráfico, el cuál resume las características estadísticas del modelo y los conceptos pedológicos en un solo gráfico. Lo que es más, dado que en SEM cada coeficiente debe ser analizado en detalle para corroborar su significado, considero que SEM es un método para el mapeo digital *conciente* de las propiedades de suelos.

En esta tesis tan sólo he introducido como implementar SEM en DSM. Hay muchas características y desarrollos en la literatura que no han sido incluidas. Quizás, una de las más relevantes es el uso de variables latentes para representar propiedades conceptuales, como podría ser la fertilidad o la salud del suelo, variables que no pueden ser medidas directamente sino a través de indicadores. También, el uso de variables categóricas y de relaciones no lineales está desarrollado en la literatura de SEM, lo cual sería de gran utilidad en DSM. Frente a la gran demanda de respuestas acerca de problemas ambientales globales y/o regionales, estoy convencido de que SEM es una herramienta apta para suplir dicha demanda. Y para finalizar, me gustaría destacar que SEM puede cubrir un nicho vacío en DSM, ya que no compite con las técnicas de *machine-learning* ni tampoco con los modelos mecanísticos, y requiere que tanto especialistas en pedología y en estadística trabajen juntos para producir un mapeo digital de suelos conciente.
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